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CHAPTER ONE TC "CHAPTER ONE" \f C \l "1" 
BACKGROUND INFORMATION TC "BACKGROUND INFORMATION" \f C \l "1" 
1.0 Introduction TC "1.0 Introduction" \f C \l "1" 
The focus of this dissertation is to scrutinize the effects of macroeconomic variables on economic growth in Tanzania. The remainder of this chapter is organised as follows; section 1.1 presents background of the study, section 1.2 research problem, section 1.3 research objectives, and section 1.4 the research hypothesis. Finally, section 1.5 and 1.6 presents significance and organisation of the study respectively. 

1.1 Background of the study TC "1.1 Background of the study" \f C \l "1" 
Economic growth has been a centre of intellectual curiosity for many scholars over time; it communicates the economy’s ability to utilize its productive capacity to produce more goods and services. The economic growth literature can be traced back to Adam Smith (1776), Harrod (1939), Keynes (1938), Domar (1946), Solow (1950), Swan (1956), Remer, and Lukas (Kryeziu, 2016). The scholars’ discussions indicate that economic growth is more complex since many factors contribute to its growth. This has posed a challenge for many policy makers and researchers to date in clearly understanding the growth drivers for their economies.

Economic growth is an important aspect to economic development. This is a main reason as to why most government’s policy drives has been centred in boosting economic growth. Essentially, policies formulated are gearing to transform the real sector of the economy in order to achieve desired growth. Economic growth is commonly measured by the use of Gross Domestic Product (GDP) statistics, where an increase in GDP is an indication of either of the following has taken place; investment has increased, more goods and services produced and consumed, and export relative to importation has increased. This interaction highlights the importance of macroeconomic variables in affecting the growth potential. Such variables may include inflation, exchange rate, investment, unemployment, interest rate, exports, savings, public debt, public expenditure and many others. These variables are governed by three policies the monetary policy, exchange rate policy and fiscal policy, making these policies of prime importance in influencing economic growth.

In 1977, Tanzania experienced economic shock following the collapse of the East African Community as a result of disruption of trade. Also, 1978 the war against Idd Amin in Uganda increased more government spending followed by the second oil shock occurred in 1979 (Bagachwa & Naho, 1995; Erce, 2018). This situation led to several changes including initiation of the National Economic Survival Program in the early 1980s. Moreover, the continuing crisis made the government to seek for external loans and grants whereas one of the requirements for external support, was government system changes from socialism to capitalism system through the adoption of the Structural Adjustment Program (Said et al., 2015).

In 1986, the government adopted the three-year Economic Recovery Program (ERP) supported by International Monetary Fund (IMF), World Bank and other international donors (Yudiatmaja, 2012). The ERP was followed by the formulation of second Economic Recovery Program (ERP II), also called the Economic and Social Action Plan (ESAP), introduced from 1989-1992. The main targets of these programs were to reduce the fiscal deficit, a series of large devaluations, import liberalization, positive real interest rates, and the elimination of most consumer price controls (Maro, 1999). Moreover, in 1993 liberalization of traditional exports began with the changes in coffee, cotton, tobacco, and cashew nuts Acts allowing private traders to buy, process, and export these crops. These various policies followed by privatization, establishment of Kilimo Kwanza initiative, increase of infrastructure investment spending are among the efforts taken by the government to spearhead inclusive growth in Tanzania.
Despite global shocks the performance of world economy was projected to grow to 3.9 percent in 2018 and 2019, this is attributed to good financial conditions, normalisation of monetary policy in the advanced economies, and an increase in domestic demand (International Monetary Fund, 2018). In the same veil, African economic growth was vowed to grow to 4.1 percent in 2018 compared to 3.6 percent registered in 2017 a recovery from economic slowdown of 2016 when growth was registered at 2.2 percent. The rebound is largely atrributed to by improvement in global conditions, increase in commodity prices, improved and sustained growth in domestic demand brought by import substitution measures and finally improvement in agriculture production (African Development Bank, 2008). 
According to World Bank, Tanzania has fared relatively well compared to its regional peers, but economic growth has slowed significantly. Pandemic-induced shocks slowed Tanzania’s GDP growth rate 7.0% in 2019 to 4.8% in 2020 (Tanzania Economic Survey Report, 2020). As a result of COVID-19 pandemic measures globally, export-oriented sectors like tourism, manufacturing and related services diminished business revenue and labour income, which in turn adversely affected domestically oriented firms of all sizes across all sectors (World Bank Release, 2021).
However, despite an impressive growth prospects to its regional peers, Tanzanian economy faced a number of challenges in its path, among others, in its fifth government phase, there is a credit decline from 24.8% in 2015 to 0.7% in 2017, with non-performing loans amounting 10% largely affected private investment. Furthermore, investment growth can be impeded by ongoing changes of policies, regulations and tax administration. In addition, despite debt levels being manageable more is required in monitoring debt service costs and ensure long run fiscal stability. Finally, over projections of revenue pose a serious problem as could destroy budget credibility by creating higher fiscal deficits (African Development Bank, 2008). 

Addressing the identified challenges, it is of high importance for policy makers to understand with certainty macroeconomic factors behind growth in Tanzania, in order to device appropriate macroeconomic policy that will assure sustainable long run economic growth. This research paper would achieve this by investigating the impact of macroeconomic variables on economic growth in Tanzania using a time series data set from 1980 to 2020.  

1.2 Research problem TC "1.2 Research problem" \f C \l "1" 
The relationship between macroeconomic variables and economic growth is a subject
of concern in both theoretical and empirical research (Mbulawa, 2015). There are several studies that have been conducted and their results are conflicting despite sharing similar economic conditions. Agalega and Antwi (2013) investigated the effect of macroeconomic factors on GDP growth for Ghana and found that, interest rate has a negative relationship while inflation has a positive relationship, similar findings have been reached by Mohamed et al (2013) studying the Malaysia economy. Contrary to that Kolawole (2013) study on GDP growth for Nigeria found that interest rate had a positive relationship, but exchange rate and external debt had a negative relationship
Despite a clear theoretical understanding of economic growth drivers, still the context poses a great challenge for researchers and policy makers, since no one answer to what spur economic growth. There are several studies that have been conducted and their outcomes are conflicting despite sharing similar economic findings. Agalega and Antwi (2013) investigated macroeconomic factors influencing GDP growth for Ghana and found that, interest rate has a negative relationship while inflation has a positive relationship, similar findings have been reached by Mohammad and Mohammad (2013) studying the Malaysia economy. Contrary to that, Kolawole (2013) study on GDP growth for Nigeria found that interest rate had a positive relationship, but exchange rate and external debt had a negative relationship. Other studies with conflicting outcomes include one conducted by Mehmood (2012), who whom found that gross savings, financial consumption expenditure, exports and gross national expenditure have a positive impact on Pakistan real gross domestic product; on the other hand, similar study conducted on Bangladesh economy found all variables have similar outcomes except financial consumption expenditure that had a negative impact. 

In the case of Tanzanian economy, the literature on macroeconomic factors influencing growth is sparsely available and fragmented. A few studies include one by Moshi and Kilindo (1999) whom studied the influence of government policy on macroeconomic variable, and in turn how does it affect private sector influence on economic growth of Tanzania. The findings found that infrastructural public investment support private investment in turn boost economic growth. The latest study by Kira (2013) using a data set from 1970 to 2009 and Keynes Model found GDP growth was dormant to a larger extent and mainly influenced by consumption, export, oil prices and power shortage. 

Adding to the existing body of literature, this study assesses both the long term and short term association between macroeconomic variables and economic growth in Tanzania for a span of 40 years, from 1980 to 2020. Therefore, the study combines all key macroeconomic variables that influence growth in one model and assess their predictive power on Tanzanian economic growth. The variables include inflation, money supply, exchange rate, foreign direct investment, trade openness and government expenditure. Selection of these variables is based on their widely use by different researchers (Agalega & Antwi, 2013; Mbulawa, 2015; Kryeziu, 2016; ohammed, 2016; Mugisha, Shukla, & Kigabo, 2016) and availability of data on these variables. 

1.3 Research Objectives TC "1.3 Research Objectives" \f C \l "1" 
1.3.1 General objective TC "1.3.1 General objective" \f C \l "1" 
The main objective of this study is to analyse the effect of macroeconomic variables on economic growth of Tanzania.

1.3.2 Specific objectives TC "1.3.2 Specific objectives" \f C \l "1" 
In ensuring that the main objective is achieved, the study involves the following specific objectives;

i. To examine short and long term association between economic growth and macroeconomic variables in Tanzania.

ii. To examine causality between growth and macroeconomic variables using Granger Causality test.
iii. To analyse the effect of shocks on economic growth using impulse response function.
1.4 Research Hypotheses TC "1.4 Research Hypothesis" \f C \l "1"  

Price (2000) defined it as a predictive statement, capable of being tested by scientific methods, that relates the dependent variable to some independent variable(s). therefore, this study attempts to test the following hypotheses;
Hypothesis 1:

Tries to predict the relationship between macroeconomic variables and economic growth in Tanzania as follows; -
Ho: Macroeconomic variables does not have significant impact on economic growth in Tanzania.

Ha: Macroeconomic variables does have significant impact on economic growth in Tanzania. 
Hypothesis 2
Attempts to predict the causality between macroeconomic variables and economic growth in Tanzania using Granger causality test as follows; -

Ho: Macroeconomic variables does not granger cause economic growth in Tanzania.
Ha: Macroeconomic variables does granger cause economic growth in Tanzania.
Hypothesis 3
This attempt to predict the effects of macroeconomic variable shocks on economic growth in Tanzania using impulse response function as follows; -

Ho: Macroeconomic variable shocks do not have significant impact on economic growth in Tanzania.
Ha: Macroeconomic variable shocks does have significant impact on economic growth in Tanzania.

1.5 Significance of the study TC "1.5 Significance of the study" \f C \l "1" 
Over the years, economists from different school of thoughts had plenty to say on what really drives economic growth for an economy. The evidence from various developing countries supports the argument that governments should not depend on expansionary monetary developments to induce growth. They will be retarding growth while at the same time reducing the welfare of the public by the deterioration of real balances by the induced inflation. Theoretically, again using only expansionary fiscal policy (i.e. increase in government expenditure) to stimulate the economy would create a crowding-out effect. 

Thus, results of this study will be of assistance to policy makers particularly on the ongoing debate of effectiveness of monetary and fiscal policy in enhancing economic growth in Tanzania. Consequently, the right policy mix (i.e. use monetary and fiscal policy in the same direction that is expansionary fiscal and monetary policy or using monetary and fiscal policy in opposite direction, for instance combining expansionary monetary policy and fiscal contraction) that will promote and stabilizing economic growth of Tanzania will no doubt be revealed by this study.

1.6 Organization of the study TC "1.6 Organization of the study" \f C \l "1" 
The study organized in such a way that it realizes the ultimate objective of determining the impacts of macroeconomic policy variables on economic growth in Tanzania. Specifically, this study organized as follows; chapter one elaborates background information, chapter two reviews the literature on growth and macroeconomic variables, chapter three describes research methodology used to analyse the data, chapter four presents data analysis and research findings and chapter five offers the conclusion and recommendation of the study. 
CHAPTER TWO TC "CHAPTER TWO" \f C \l "1" 
LITERATURE REVIEW TC "LITERATURE REVIEW" \f C \l "1" 
2.1 Introduction TC "2.1 Introduction" \f C \l "1" 
This chapter provides the theoretical and empirical studies underlying the subject under study. Also, this chapter is crucial for understanding results of other studies to give more insight on the research gaps on which the research is based. The chapter is organized as follows, section 2.2 reviews the theoretical literature review, section 2.3 the empirical literature review, and finally section 2.4 anchors conceptual framework of the study variables.
2.2 Theoretical Review TC "2.2 Theoretical Review" \f C \l "1" 
Economic growth refers to quantity of goods and services produced per person measured in per annum basis. It is a major macroeconomic indicator monitored by developed, emerging, and developing economies around the world since it communicates the well-being of the country. According to the United Nations System of National Accounts of 1993, GDP is the main proxy of economic growth among other measures of aggregate income. Adjusted for inflation, an increase in GDP implies increase in economic growth and decrease in GDP is an indication of declining economic growth, also referred to as economic recession or economic depression if the decline in real GDP persists for more than four consecutive quarters (Mohammed & Lawrence, 2015; Mbulawa, 2015).

The discussion of economic growth can date back to Adam Smith (1776) and David Ricardo whom theorised that, economic growth is a result of international exchange of labour and free trade mechanism. In his discussion, Ricardo asserted that countries benefit from comparative advantage given there are no trade barriers and trading partners have different opportunity cost of production. Although, the positive effects are short lived and cannot exist to a long run (Mbulawa, 2015). Later Harrod (1939) and Domar (1946) whom modeled growth as a function of saving and capital and concluded both factors contributed positively towards economic growth extended the theory. Other theorists included Solow (1956) whom emphasized on technological progress, capital accumulation and increase in labour as the contributing factor for economic growth, (Mbulawa, 2015). 

The latest growth theories revolve around endogenous growth, whose discussion focus on internal rather than external sources of growth. Lucas (1988) and Barro (1990) are among the proponents of the endogenous growth theory, they believed that physical capital, human capital, technological progress, innovation capacity and trade openness have significant positive impact on economic growth (Chaudhry & Muhammad, 2010). 

Apart from such theoretical developments, there have been a number of empirical studies conducted with variation in submission and conclusions on exact determinants of economic growth. Such differences pose a great challenge in designing a sustainable macroeconomic policy based on single research evidence. Therefore, for purpose of this paper the researcher investigates the relationship between economic growth and inflation, money supply, exchange rate, foreign direct investment, trade openness and government expenditure. 

2.3 Empirical Review TC "2.3 Empirical Review" \f C \l "1" 
This section presents the discussion between economic growth and each of the six macroeconomic variables selected for this study. The aim is to investigate their relationship and assess the research result on the said relationship from different empirical evidences, as presented in the following sub-sections; 

2.3.1 Economic growth and inflation rate TC "2.3.1 Economic growth and inflation rate" \f C \l "1" 
The importance of inflation on economic growth has been stressed by many researchers; evidence shows that higher inflation rates have negative effects on economic growth (Barro, 2013; Kasidi & Mwakanemela, 2013). Romer (2001) noted that on one hand inflation tends to realign relative prices reflecting shifts in production, and on the other hand it tends to affect negatively the taxation systems and investment. Boyd and Champ (2006) revealed that higher rates of inflation tend to lower return on assets, as a result discourages savings at the same time encouraging borrowing and given lower credit worthiness of borrowers creates the risk for defaulting. Avoiding such risks, investors tends to hike nominal rates as a result lowering investment hence affecting economic growth. Other studies have found that negative effects are only short term in nature and exist to a certain threshold beyond which there is no relationship (Faria & Carneiro, 2001; and Jha and Dang, 2011). Contrary to these findings, Pollin and Zhu (2005), studying the OECD economies found a positive relationship between economic growth and inflation.

2.3.2 Economic growth and Money supply TC "2.3.2 Economic growth and Money supply" \f C \l "1"  

There are numerous empirical evidences on the role of growth in money supply on economic growth. However, such empirical studies have varied differences in their conclusions. Chaudhary, Imran and Imran (2013) asessed the short and long term association between monetary policy, inflation and economic growth, and their findings revealed that when there is an increase in money supply it result to an increase in peoples purchasing power and ultimately increase in demand for goods and services against supply, this tends to boost growth if supply is not domant. In the same resonance, Hameed and Ume (2011) in their studies found that growth of money supply has significant positive effect on GDP growth.  Qayyum (2006) on the other hand found that money supply is the cause of high inflation in economies which cause deteriorating effects to an economy, and this is so due to presence of loose monetary policy in most developing countries. Similar findings have been asserted by Hossain (2005), Husain and Rashid (2006) and Muhd and Abdul (2007).
2.3.3 Economic growth and real exchange rate TC "2.3.3 Economic growth and real exchange rate" \f C \l "1" 
Exchange rate is defined as the rate at which one country’s currency or money is exchanged against another (Mordi, 2006). Changes in exchange rate by either appreciation or depreciation shows the competitiveness of domestic firms in the world market which significantly affects growth prospects (Razazadehkarsalari, Haghiri and Behrooznia, 2011). Empirical evidence on this relationship has mixed outcomes, on one end, Harris (2005); Rodrick, (2008); Dubas and Lee (2005); Aghion, Bacchetta, Ranciere and Rogoff, (2006); and Hausmann, Pritchett, and Rodrick, (2005) studies have reported exchange rate devaluation has significant positive impact on economic growth as it results to increase in the profitability of tradable goods and to enlargement of the share of tradable in domestic value added. In the same resonance, Akpan (2008); Aliyu, (2011); Azeez, Kolapo, and Ajayi, (2012); and Obansa, Okoroafor, Aluko and Millicent (2013) came to the same conclusion. On the other end, Bosworth, Collins, and Yuchin (1995) studying industrial and developing economies found that fluctuations in exchange rate limits productivity growth and impede economic growth. 

Other studies by Akinlo and Odusola (2003) indicates that in medium and long-run exchange rate depreciation has positive impact on growth of the economy whereas in the short-run it has no significant outcome, also a comparative study by Jin (2008) revealed that exchange rate appreciation result to increase in GDP in Russia while it reduces GDP in Japan and China. Furthermore, Razazadehkarsalari, Haghiri and Behrooznia (2011) study in Iran revealed that during economic stagnation and low-price period, currency depreciation has positive and significant effects on real GDP while depreciation have insignificant effects on real GDP in high price period.

2.3.4 Economic growth and Foreign direct investment TC "2.3.4 Economic growth and Foreign direct investment" \f C \l "1" 
The relationship between FDI and economic growth is of high value since most FDI recipient countries have untapped investment potentials which require investors whom cannot be sourced domestically due to either capital inadequacy or limited technological skills. Different studies have explored this relationship and found positive relationship in some cases while in others there is weak or negative relationship. Significant positive relationship has been associated with spillover effects to the recipient country in terms of technological, skills and capital transfers (Campos and Kinoshita, 2002; Baliamoune-Lutz 2004; Li and Liu, 2005, Lensink and Morrisey,2006). Similar findings have been reached by Johnson (2006) who found that the positive impact can accelerate the rhythm of economic growth especially for developing countries. Against these findings, Athukorala, (2003) using data from Sri-Lanka found FDI has positive but weaker relationship with GDP growth, and Gorg and Greenwood (2002) studying the micro data on spillover effects from foreign firms to domestic firms, they found that the effects are largely negative.  

2.3.5 Economic growth and Trade openness TC "2.3.5 Economic growth and Trade openness" \f C \l "1" 
Trade openness entails degree of freedom to trade between partner trading countries. Theoretically, presence of free movement of goods, services and capital between countries creating more prospects for growth between trading countries. However, empirical evidences on this relationship have conflicting outcomes. On one hand, Karras (2003), Billmeier and Nannicin (2007); Andersen and Babila (2008); Marelli and Signorelli (2009); and Asiedu (2013); in their studies have proved presence of positive relationship between economic growth and trade openness, that increased trade openness result to increased economic growth (Zeren & Ari,2013). On the other hand, Simorangkir (2006) study revealed that trade openness leads to decline in economic growth both in short and long run. The same is true by the study conducted by Karras (2006), and Yanikkaya (2002) who found developing countries experience economic growth in presence of trade barriers. Furthermore, a study by Bajona, Gibson, Kehoe & Ruhl (2010) found no evidence of substantial connection between trade liberalization and growth of the economy.
2.3.6 Economic growth and government expenditure TC "2.3.6 Economic growth and government expenditure" \f C \l "1"  

Government expenditure is one of the important aspect of growth of any economy, though its effect is not automatic. Ghosh and Gregoriou (2008) studied the sample of 15 developing countries and found public expenditure has significant positive effect on growth. Applying the Wagner law, Lamartina, Zaghini (2008) and Arpaia, Turini (2008), have arrived to the same conclusion. Contrary to these findings, Boldeanu, Tache (2015) analysed 30 European counties by breaking down the government expenditure into sub-categories and assess their impact on economic growth, the results discovered that most of the expenditure by the government had impacted economic growth negatively. Among other subcategories of expenditure, Military expenditure has been found by many researchers to have a negative impact on economic growth, (Pieron, 2009; MacDonald and Eger, 2010; Ho and Chen, 2014).

2.3.8 Concluding Remarks TC "2.3.8 Concluding Remarks" \f C \l "1" 
Theoretical discussion on drivers of economic growth indicates that there is no one set of factors that define growth of an economy. Furthermore, empirical literature on the selected macroeconomic factors for this study have mixed findings. While some studies indicate presence of positive relationship others revealed a negative relationship and in some cases no relationship was found. The difference can be attributed to differences in macroeconomic development in particular economy, data structure and estimation techniques. Therefore, such inconclusiveness warrants a further investigation in Tanzanian context on the nature of relationship between inflation rate, foreign direct investment, money supply, real exchange rate, trade openness, government expenditure and economic growth. This relationship is important for policy makers in shaping their decision-making tactics for developing credible macroeconomic policies as Tanzania endeavor to sustain a middle-income status. 

2.4 Conceptual Framework TC "2.4 Conceptual Framework" \f C \l "1"  

Economic growth is the most monitored macroeconomic indicator since it communicates performance of economic activity in a country. Measured by the growth of real GDP, an increase in real GDP entails significant increase in productive activities which would result to more production of goods and services, decrease of real GDP on the other hand entails decline of productive activities in an economy which results to decrease in output and ultimately lowers people’s standards of living. The earlier case is also referred to economic growth or prosperity and the latter case is referred to economic recession or depression.

Economic growth can be explained by many factors which can be categorized into two dimensions, economic and non-economic factors. Among the economic factors includes, growth in money supply, inflation, exchange rate, public debt, interest rate, government expenditure, FDI, gross fixed capital formation, trade openness, and many others. Non-economic factors on the other hand includes, political climate, geographical location, culture, nature of institutions in a country, and others. However, this study will focus on economic factors, mainly those appeared in most of empirical studies and considering availability of data. These comprises inflation rate, FDI, money supply, real exchange rate, trade openness and government expenditure. The relationship between these variables and economic growth has been presented in the diagram 1 below.

Figure 2.1 Conceptual Framework TC "Figure 2.1 Conceptual Framework" \f F \l "1"  
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From the diagram above, dependent variable is economic growth and regressors are inflation rate, FDI, money supply, real exchange rate, trade openness and government expenditure. The relationship between the regressors and regressand is as follows; -
Inflation rate is an economic indicator that measures growth rate in average price level in an economy, measures in different ways such as consumer price index (CPI), producer price index (PPI), Whole sale price index (WPI) and GDP deflator. Inflation in an economy it is not necessarily bad since an increase in prices tends to induce producers to produce more, however the growth rate should be between the agreed ranges, 4 to 5 for developing countries and 2 to 3 for developed countries. Deviation from these values result to negative effects to economic growth as consumers would stop consuming forcing producers to lower production thereby cutting jobs causing higher inflation and other deleterious effects to the society. Therefore, in general higher values of inflation have negative effects on economic growth, and positive effects are expected to such economies with well managed growth rate in average prices. 

Money supply is another macroeconomic indicator of importance and its growth rate goes beyond increasing the quantity of money in circulation to influencing inflation in an economy. Money plays a great role of facilitating economic activities in an economy. Increase in quantity of money would result to more purchasing power to consumers and if such power meets goods and services in the market would boost economic growth, however if such growth in money supply is not complemented by growth in goods and services would result to inflationary tendencies and ultimately affecting economic growth.

Trade openness and economic growth have high positive correlation when trade is beneficial to the country opening up to the rest of the world. Such openness allows flow of goods and services to and out of domestic economy at market competitive price due to absence of trade barriers. On the other hand, trade barriers significantly cause increase in prices hence might slower economic activities in a domestic economy. However, in some cases presence of trade barriers offer a positive incentive to a country as it gets revenue and if productivity is high in domestic economy. 

Real exchange rate plays a significant role in defining countries competitive ness edge in foreign markets. Since it translates domestic prices into foreign prices. A high exchange rate implies domestic goods are expensive compared to foreign goods lowering countries competitiveness and ultimately lowering economic growth. On the other hand, a lower exchange rate makes domestic produced commodities cheap for foreign markets hence attracting more exportation than importation resulting to increase domestic production, and inflow of foreign currency which boost economic growth. 

Foreign direct investment is another avenue that growth can be promoted. Increase flow of FDI has direct effects on the sectors being invested in and it has positive externalities to other sectors of the economy as well. They include, increase in technological advancement to local firms as they copy from foreign firms and skills development to local residents. However, to some extent FDI inflow may have negative externalities as well, such as crowding out of domestic investment through increased interest rates in financial markets and some production activities meant for domestic residents being taken by foreigners such as retail of basic goods. Therefore, FDI inflow has to a larger extent create positive effect on economic growth if properly managed and to some extent can create negative effects on growth. 

Finally, government expenditure plays a greater role in influencing economic growth since the government acts as another agent forming an economy apart from household and firms. Government expenditure entails the plans on how the government intends to use its monies in regulating the economy and running its operations. Categorized into two, there is recurrent expenditure and development expenditure. The former being for running day to day operation and the later for fostering growth prospects. Therefore, an increase in government expenditure on development activities in particular would boost economic growth greatly compared to recurrent expenditure. Thus, a decrease in government expenditure or higher expenditures in non-productive sectors such as military and defence can create an environment where growth is compromised and ultimately affecting economic growth negatively. 

Conclusively, from the discussion it is clear that all factors may have either positive or negative effects on economic growth and the translation of such relationship has been brought forward. Therefore, creating an empirical proof in Tanzanian context is of vital importance as policy makers would be able to devise an appropriate policy action basing on what evidence suggests. 

CHAPTER THREE TA \l "CHAPTER THREE" \s "CHAPTER THREE" \c 1  TC "CHAPTER THREE" \f C \l "1" 
RESEARCH METHODOLOGY TC "RESEARCH METHODOLOGY" \f C \l "1" 
3.1 Introduction TC "3.1 Introduction" \f C \l "1" 
This segment presents a systematic analysis of the research techniques undertaken during the study. The research practice consists of the choice of the research design, data processing as well as the estimation technique.

3.2 Research Design TC "3.2 Research Design" \f C \l "1" 
An infamous quantitative research design has been applied to analyse the macroeconomic variables’ impacts on economic growth in Tanzania. Explicitly, the study uses time series secondary data proxied by real GDP, inflation rate (IFR), Foreign Direct Investment (FDI), Money supply (M2), real exchange rate (RER), trade openness (TO) and government expenditure (GEX) that will be able to explain the dynamics of Tanzania economic growth. 

3.3 Data collection TC "3.3 Data collection" \f C \l "1"  

This study uses secondary data that were composed from wide-ranging sources and published under the Central Bank of Tanzania and National Bureau of Statistics through various reports. 

3.4 Exploration of Data TC "3.4 Exploration of Data" \f C \l "1" 
As far as data analysis is concerned, data exploration typically involves summarizing the main characteristics of a dataset. It starts by plotting RGDP, IFR, FDI, M2, RER, TO and GEX to get the visual feel of these variables. Also, scatter plots for regressand RGDP and each regressor were plotted to grasp the behavioral pattern of 
these variables. Visual plots are usually the first step in the analysis involving time

series data.

3.5 Ordinary Least Square (OLS) Method TC "3.5 Ordinary Least Square (OLS) Method" \f C \l "1"  

Among other methods, the study employs Ordinary least square (OLS) estimation technique. Under certain assumptions, the OLS has very attractive statistical properties that have made it one of the most popular and powerful method of regression analysis (Gujarati and Porter, 2009). These assumptions include; linearity in the parameters; explanatory variables should be independent with error terms; zero mean value; homoscedasticity of error term; no autocorrelation of error terms; no exact collinearity between independent variables and; no specification bias. Some of these conditions will be assessed and necessary corrections will be undertaken as discussed later in this chapter.

3.6 Model Specification TC "3.6 Model Specification" \f C \l "1" 
The relationship between various economic variables is generally inexact or nondeterministic (Gujarati and Porter, 2009). Therefore, Madalla (1999), Gujarati et al (2014) usually adopts econometric model to allow for the inexact relationship between economic variables. Based on these arguments, the general econometric model of this study involves economic growth as the dependent concept; the theoretical model in this study involves real GDP as the function of inflation rate, foreign direct investment, money supply, real exchange rate, trade openness, public debt and government expenditure. A number of other studies have realized these factors plays important role in explaining economic growth in Tanzania and other countries, to mention a few, Yakubu et al (2013), Mohammad et al (2009), Mahmood and Sial (2012), Georgantopoulos and Tsamis (2011) and Kilindo (1997).

Thus, the model to be used in this study is formulated as follows;


  RGDPt  =  β1 + β2IFRt + β3FDIt + β4M2t + β5RERt + β6TOt + β7GEXt + εt
Where;
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RGDP

: Real Gross Domestic Product (proxy of economic growth) 
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IFR

: Inflation rate
FDIt : Foreign Direct Investment
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RER

: Real exchange rate

TOt : Trade openness
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GEX

: Government expenditure, and
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 : is the disturbance error term
Note: the researcher uses the subscript t in the general model to indicate that the econometric analysis of the general model involves time series data.

The theoretical model above shows that, sustainable economic growth in Tanzania is attained through a number of determinants, this study adopted inflation rate, foreign direct investment, money supply, real exchange rate, trade openness and government expenditure.
So as to remove skewness of the data and achieving linearity that makes statistical analysis effective, log transformation was applied. Log transformation compresses the scales in which the variables are measured; such transformation very often reduces heteroscedasticity when compared with normal regression, Gujarati and Porter (2009). Log models have become quite popular in econometric researches, basing on that, this study transformed original variables to the natural logarithm to fulfill OLS conditions.

The following is the transformed econometric model

nlrgdpt  =  β1 + β2nlifrt + β3nlfdit + β4nlm2t + β5nlrert + β6nltot + β7nlgext + εt
Where;
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nlrgdp

= natural log of real gross domestic product

nlifrt = natural log of inflation rate

nlfdit  = natural log of foreign direct investment
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nlm

2

= natural log of money supply (m2)
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nlrer

= natural log of real exchange rate

nltot = natural log of trade openness

nlgext = natural log of government expenditure
3.7 Homoscedasticity TC "3.7 Homoscedasticity" \f C \l "1" 
Homoscedasticity or constant variance of
[image: image12.wmf]i
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; one of the assumptions of OLS is that the variance of the disturbance term should be same regardless of the value of X, which is 
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(Verbeek, 2004). Time series data can be characterized with the heteroscedasticity that is the error terms do not have a constant variance; they will have large variance when some 
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 are large. Heteroscedasticity increase the variances of estimated parameters
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, despite of the estimates being unbiased, they will no longer be efficient. Confidence interval will be invalid and test statistics will no longer be valid. Hence, the fitted model will deploy a wrong message.

3.7.1 Heteroscedasticity Test TC "3.7.1 Heteroscedasticity Test" \f C \l "1" 
Heteroscedasticity is detected using various methods; informal method involves plotting the data and observing the pattern. Squared residuals (from residuals predicted by dependent variable) are also plotted; this makes more sense as this is what the assumption is all about. On the other hand, heteroscedasticity is diagnosed by plotting the residuals against the predicted
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3.7.2 Breusch-Pagan-Godfrey Test (Lagrangian Multiplier test) TC "3.7.2 Breusch-Pagan-Godfrey Test (Lagrangian Multiplier test)" \f C \l "1" 
The uniqueness of this test is when it does not rely on preceding acquaintance that a certain regressor or observation might cause heteroscedasticity. In implementing this test, consider the following model;

RGDPt  =  β1 + β2IFRt + β3FDIt + β4M2t + β5RERt + β6TOt + β7GEXt + εt
and assume that the disturbance variance 
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is described as

δ2t = f(α0  + α1IFRt  + α2FDIt + α3M2t + α4RERt + α5TOt + α6GEXt)

The Lagrangian Multiplier test will involve the following procedures:

· Estimating the model with OLS and obtain the residuals 
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· Obtaining 
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 which is the maximum likelihood estimator of 
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· Constructing variables 
[image: image21.wmf]t

p

defined as 
[image: image22.wmf]2

2

~

s

m

Ù

=

t

t

p


· Regressing 
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 constructed on regressors; 

Pt = α0 + α1IFRt + α2FDIt + α3M2t + α4RERt + α5TOt + α6GEXt + Vt
· Obtaining the explained sum of squares (ESS) and defining 
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Under the assumption that 
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 are normally distributed, it can be shown that if there is homoscedasticity and if the sample n increases indefinitely, then 
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follows a Chi-square distribution with m-1 degrees of freedom, that is 
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The Lagrangian Multiplier test the hypothesis below;

H0: The model is homoscedastic

H1: The model is heteroscedastic

Incase heteroscedasticity is detected, as a remedy; the researcher will transform the model using the natural logarithm technique, very often log transformation reduces heteroscedasticity when compared with the original model. 

3.8 Autocorrelation TC "3.8 Autocorrelation" \f C \l "1" 
The term refers to the degree of association between a variable and lag of itself over certain time intervals; and thus why commonly realized in time series data. The OLS assumes that autocorrelation does not exist in the disturbance terms.

for 
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The classical model assumes that the error term relating to any observation is not influenced by the error term relating to any other observation. However, for time series data, the observation follows a natural ordering through time, this can cause the successive error term to be correlated with each other.

The presence of autocorrelation in the model will lead to the following; the serial correlation causes the OLS to underestimate the standard error of coefficients, it 
increases the variance of 
[image: image29.wmf]s

Ù

b

 and the estimated variance of the regression will be biased and inconsistent and hence the hypothesis testing will be invalid.

3.8.1 Detecting Autocorrelation TC "3.8.1 Detecting Autocorrelation" \f C \l "1" 
Graphical method: The researcher will use a simple way of detecting autocorrelation by examining whether the residual plots against time and the scatter plot of 
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 shows the pattern of positive or negative autocorrelation.

Durbin –Watson D Test

It is a test of whether the residuals are independent. The advantage of this test is that it is based on estimated residuals which are routinely computed in regression analysis, therefore the test works by computing the correlation of consecutive residuals. This study opted to use this test because of these advantages. 
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Under the null hypothesis that residuals are independent, the test works under the following assumption;

i.  The regression model includes an intercept

ii.  Serial correlation is assumed to be of first order only 

iii.  The equation does not include a lagged dependent variable as an explanatory variable 

Consider the model;

RGDPt  =  β1 + β2IFRt + β3FDIt + β4M2t + β5RERt + β6TOt + β7GEXt + εt
Where 
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H0: 
[image: image35.wmf]0

=

r

; The Durbin Watson (DW) involves the following steps;

i. Estimating the model by using OLS and obtaining residuals 
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ii. Calculating the DW test statistics

iii. Finding the critical value from the table





Where s.c = serial correlation;

The diagram above shows the decision zone, that is how the critical value will be compared with the calculated value in testing the presence of positive or negative autocorrelation. 

3.9 Estimation Technique TC "3.9 Estimation Technique" \f C \l "1" 
While adhering to its assumption properly, Ordinary least square (OLS) usually tend to presents inclined and unreliable estimates when applied to non-stationary variables, and the results are famously branded as spurious regression results (Johnston, 1960: pg. 275). Therefore, the study in addition to OLS employs error correction estimation technique and Engle-Granger cointegration to explain short and long term dynamic impressions of selected macroeconomic policy variables on growth of Tanzania economy. Moreover, the stationarity test using the Augmented-Dickey Fuller was undertaken to confirm that we are not analyzing inconsistent and spurious relationship. Lastly, the innovation dynamics of short and long run was captured using impulse response function (IRF).
3.10 Unit Root Analysis TC "3.10 Unit Root Analysis" \f C \l "1" 
Usually OLS and other techniques nests on the stationarity of the stochastic, when its not stationary, running regression of variables may yield nonsensical estimates (most of time series data possess non stationary properties), Gujarati and Porter (2009) referred to this as spurious results. In efforts to offset such a problem, the researcher has tested the presence of unit root in the variables under scrutiny using the following principle; -
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         Where 
[image: image39.wmf]t

m

 is a disturbance error term 

A linear stochastic process has a unit root if 
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=1, such a process is non-stationary. If the root of characteristic equation lies inside the unit circle, that is having an absolute value of less than one (
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<1), then the first difference will be exhibit stationary process.  

3.10.1 Unit Root Test TC "3.10.1 Unit Root Test" \f C \l "1" 
The ADF test for unit root has been undertaken under the assumption that the error terms may be correlated, in this case, it includes lagged values of dependent variable
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, the idea is to include enough terms so that the error term becomes uncorrelated. 
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 where t is a trend and 
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With the acceptable hypothesis 
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                    Null Hypothesis: H0: 
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=0 (the time series is non stationary)

                    Null Hypothesis: H1: 
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<0 (the time series is stationary)

If the null hypothesis of non-stationary is not rejected, then a difference operator should be applied to the series. If the differenced series is stationary, then it can be appropriate in the estimation of regression parameters.

3.11 Cointegration TC "3.11 Cointegration" \f C \l "1" 
The perception of cointegration emerges out of concern about spurious regression in time series. Specifying relation in terms of levels of economic variables often produce empirical results with high R2 but quite low Durbin-Watson statistics. Incase individual variables used exhibit stochastic process I (1), coefficients will be chosen to make 
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=  RGDPt  - β1 - β2IFRt - β3FDIt - β4M2t - β5RERt - β6TOt – β7GEXt  stationary.  
The researcher subjects 
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 to a difference stationary process, if found that it is static, that is I(0) while the individual variables are I(1), it suggests the  linear combination might have terminate vagueness trend in the model. That is to say, the stochastic variables in the model may generate meaningful results, given this scenario, such associated variables are said to be cointegrated, that is they have a long-term or stable relationship.  

3.11.1 Testing for Cointegration TC "3.11.1 Testing for Cointegration" \f C \l "1" 
To test for cointegration, Engle-Granger cointegration which is based on testing the unit root of the predicted residuals of the model was carried out. The researcher included a trend variable and use the Engle-Granger test for stationarity with maximum number of lags being determined following the Akaike Information Criteria. The importance of Cointegration test is to show whether two or more non-stationary time series are correlated in such sense that they cannot depart from equilibrium in the long run. Simply to mention, you could say the test helps to portray whether there is long term association or relationship between regressand and its regressors (Hatemi, 2008). 

3.12 Error Correction Mechanism (ECM) TC "3.12 Error Correction Mechanism (ECM)" \f C \l "1" 
Having established the presence of long run equilibrium, in the short term, there may be disequilibrium among the variables. The ECM is used to correct for disequilibrium, having introduced a linear trend, may make variables seem cointegrated, the error produced by this model is termed as equilibrium error,
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=  RGDPt  - β1 - β2IFRt - β3FDIt - β4M2t - β5RERt - β6TOt – β7GEXt + β8t
Consider the following model:
RGDPt  =  α0 + α1∆IFRt + α2∆FDIt + α3∆M2t + α4∆RERt + α5∆TOt + α6∆GEXt + α7µt-1  + εt
Where 
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a white noise disturbance error is term and 
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is the lagged value of the error term in the previous model. If the equilibrium error is non-zero, it means the model is out of equilibrium, hence the absolute value of α7 decides how quickly the equilibrium is restored.

The 
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 is estimated by:   
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RGDPt  - [image: image61.png]


1 – [image: image63.png]


2IFRt - [image: image65.png]


3FDIt - [image: image67.png]


4M2t - [image: image69.png]


5RERt - [image: image71.png]


6TOt - [image: image73.png]


7GEXt + [image: image75.png]


8 t
A significant ECM term will suggest that RGDP adjusts to the other variables with a lag at about [image: image77.png]


 units of divergence between long and short-term that is correlated in a year.

3.13 Granger Causality Test TC "3.13 Granger Causality Test" \f C \l "1" 
The structures of the causal relationships between variables were analyzed through the Granger causality approach. The arithmetical hypothesis of granger approach states that, if probability value is less than any α level, then the hypothesis would be rejected at that level. 
Causality is closely related to the idea of cause-and-effect, although it isn’t exactly the same. A variable X is causal to variable Y if X is the cause of Y or Y is the cause of X. However, with Granger causality, you aren’t testing a true cause-and-effect relationship; What you want to know is if a particular variable comes before another in the time series. In other words, if you find Granger causality in your data there isn’t a causal link in the true sense of the word (for example, sales of Easter baskets Granger-cause Easter!). Note: When econometricians say “cause,” what they mean is “Granger-cause,” although a more appropriate word might be “precedence” (Leamer, 1985).
The causality test will be established using the following formula;
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Where 
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 Restricted sum of squares, 
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 m is lag length.

The Granger causality test will test the following hypothesis;

Ho: 
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3.14 Impulse Response Analysis TC "3.14 Impulse Response Analysis" \f C \l "1" 
Although VAR models are also used in the field of machine learning, the primary usage is for forecasting. Differentiating economics, is the use of VAR models for analyzing impulse response and assessing Granger Causality. An impulse response can be defined as the reaction of a system, in response to an external change. In the macroeconomic context, the system is a system of equations that comprise a multivariate autoregressive model, and the external change is referred to as an exogenous shock. All the variables in a VAR model depend on each other; therefore, individual coefficient estimates provide limited information on the reaction of the system to a shock (Zivot and Wang, 2003). Hence, the need for impulse responses, which provide information about the dynamic behaviour of a VAR model. Subsequently, the purpose of an impulse response function (IRF) is to describe the evolution of a VAR model’s reaction to a shock in one or more variables (Lutkepohl, 2010). In other words, an IRF allows us to trace the transmission of a single shock within a system of equations, a feature which makes them useful for evaluating economic policy.

CHAPTER FOUR TC "CHAPTER FOUR" \f C \l "1" 
EMPIRICAL FINDINGS AND INTERPRETATION OF RESULTS TC "EMPIRICAL FINDINGS AND INTERPRETATION OF RESULTS" \f C \l "1" 
4.0 Introduction TC "4.0 Introduction" \f C \l "1" 
This chapter is dedicated to data exploration using a variety of time series modeling and statistical tools specifically STATA. The techniques used were designed to test the hypothesis and building respective models entailed to look into the effects of macroeconomic variables on Tanzania’s economic growth. The study is based on secondary data for the period 1980 - 2020 extracted from series of reports published by the Central Bank of Tanzania (BOT) and the National Bureau of Statistics (NBS.

4.1 Trend Analysis TC "4.1 Trend Analysis" \f C \l "1" 
Trend analysis often refers to techniques for extracting an underlying pattern of behaviour in a time series. In attempting to spot a pattern or trend, of the information of each data variable, whether increases or decreases regularly, the researcher visualized using graphs as shown in figure 4.1 to 4.7 below;
Figure 4.1: Plot of Economic growth TC "Figure 4.1: Plot of Economic growth" \f F \l "1" 
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Source: Researcher computation using STATA 

Figure 4.1 indicates the plot of natural logarithm of the real GDP for the years 1980 to 2020. The plot of real GDP indicates an increasing trend since it rises frequently over the given range of years.

Figure 4.2: Plot of Annual inflation rate TC "Figure 4.2: Plot of Annual inflation rate" \f F \l "1" 
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Source: Researcher computation using STATA
Figure 4.2 is the plot of natural logarithm of annual inflation rate for the years 1980 to 2020. The plot does not indicate any particular trend over the range of years, due to the fact that annual inflation rate rises and falls irregularly except late 90s where the trend shows it drops drastically.

Figure 4.3: Plot of Foreign Direct Investment inflow TC "Figure 4.3: Plot of Foreign Direct Investment inflow" \f F \l "1"  
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Source: Researcher computation using STATA
The plot in figure 4.3 indicates the volume of FDI inflows over the period of 1980 - 2020. The graph depicts an overall increasing trend with falling irregularities over the years.

  Figure 4.4: Plot of Broad money supply (M2) TC "Figure 4.4: Plot of Broad money supply (M2)" \f F \l "1" 
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  Source: Researcher computation using STATA
Figure 4.4 is a plot of natural logarithm of broad money supply-M2 for the years 1980 to 2020. The plot shows in the range of years the broad money supply indicates an increasing trend since it rises regularly.

Figure 4.5: Plot of Real exchange rate (RER) TC "Figure 4.5: Plot of Real exchange rate (RER)" \f F \l "1" 
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Source: Researcher computation using STATA
Figure 4.5 show the plot of ordinary logarithm of the real exchange rate for the years 1980 to 2020. The plot shows there is a pattern or trend over the range of years, due to the fact that real exchange rate is increasing tremendously.

Figure 4.6: Plot of Trade Openness (TO) TC "Figure 4.6: Plot of Trade Openness (TO)" \f F \l "1" 
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Source: Researcher computation using STATA
The plot in figure 4.6 is the natural logarithm of trade openness for the years 1980 to 2020. The plot shows there is an increasing pattern or trend over the range of years, and suggests that the Tanzania economy is open to the rest of the world.

Figure 4.7: Plot of Government expenditure (GEX) TC "Figure 4.7: Plot of Government expenditure (GEX)" \f F \l "1" 
[image: image91.emf]10

12

14

16

18

lngex

1980 1990 2000 2010 2020

Year


Source: Researcher computation using STATA
The plot in figure 4.7 is the natural logarithm of government total expenditure for the years 1980 to 2020. The plot shows there is a pattern or trend over the range of years, due to the fact that government total expenditure is increasing tremendously.

Before one pursues formal tests, it is always advisable to plot the time series under study, as the researcher did in the above figures. Such plots provide an initial clue on the nature of the time series under scrutiny. 
Any pattern (upward or downward trend) over the range of years under scrutiny, suggesting perhaps that the mean of a variable has been changing, signifying that the variable series is unpredictable. Such an intuitive feel is the starting point of more formal tests of stationarity (Gujarati and Porter, 2009).

4.2 The long-run association using OLS TC "4.2.2 The long-run association" \f C \l "1" 
Economic theory often suggests that certain subset of variables should be linked by a long-run equilibrium relationship. While certain variables under consideration may fluctuate and be in disequilibrium, government actions might put in place so as to restore the equilibrium. With dataset from 1980 to 2020, a static cointegration equation was estimated. Table 4.1 below shows the results of OLS in the long run;

Table 4.1  Estimated Results by OLS TC "Table 4.3: Estimated Results by OLS" \f T \l "1" 
	Variable
	Coefficient
	Standard Error
	P values

	Inflation rate
	0.0211994*
	0.0081715
	0.014

	Foreign direct investment
	-0.0112535
	0.022199
	0.615

	Money supply
	-0.263734
	0.3916392
	0.505

	Real exchange rate
	0.0008741*
	0.0002437
	0.001

	Trade openness
	-0.1359139
	0.1951514
	0.491

	Government expenditure
	0.5565263
	0.2594455
	0.039

	Constant
	13.37233*
	1.157755
	0.000

	R-squared
	0.9474
	
	

	Adjusted R-squared
	0.9381
	
	

	F-statistics
	102.05
	
	

	Prob(F-statistics)
	0.0000
	
	


*Significant at 5% level
Source: Researcher computation using STATA
Table 4.1 indicates the results of the OLS regression equation. However, the F-test statistic of 102.05 was found to be significant at 5 percent level of significance, this indicates that the estimation equations is significant and the regression line fits the data set well. That is to say, the overall model is highly significant since the probability of F-statistics is very low of about 0.0000. Also the overall performance of the model is high with R2 of about 0.95 or 95 percent entailing that the explanatory variables included in the model can explain about 95 percent of the changes of the regress.

4.3 Interpretation of OLS regression results  TC "4.3 Interpretation of the results of the OLS regression" \f C \l "1" 
The coefficient of inflation rate (0.0211994) is significant at 5% level and has a positive relationship with real GDP or output. That is, when other factors assumed to be constant, a unit increase in inflation rate on average will led to the rise of about 0.021 units of output or real GDP. Inflation is not neutral, and in no case does it favor rapid economic growth, as the findings suggest. High inflation rate is a very common phenomenon in most developing countries, Tanzania inclusive, and the study expected negative relationship with economic growth. Having the results that shows existence of positive relationship between these two variables, suggesting that inflation is not harmful per se, a moderate rate acts as stimulant to sustainable economic growth. 

Moreover, the coefficient of foreign direct investment (-0.0112535) is insignificant at 5% levels and has a negative relationship with real GDP or output. These long run results are in contradictory with a priori that suggests a positive association. Ceteris paribus, real GDP will decrease by 0.011 percent following a unit increase in FDI inflows. Similar studies by Frimpong, J.M and E.F Oteng-Abayie (2008) in Ghana found same results, but different from Balasubramanyam, et al. (1999), Asheghian (2004) and Vu, et al. (2006) which were inconsistent. In most cases, especially for developing countries like Tanzania, FDI is directed to service sectors like health and might have infinitesimal significant impact on other sectors like manufacturing which are key for industrial development and economic growth imparticular, as pointed also by Adenutsi, 2008.

The regression result indicates that money supply is contractionary and this implies there is a negative causality between Gross Domestic product (GDP) and the rate of money supply. The finding indicates the relationship is statistically insignificant at 5%, which further deduce no economic meaning with regards to economic growth. That is to say, a unit increase in money in circulation will results into a corresponding decrease of about 0.263734 of real GDP or output. However, the findings are contrary to study by Suleman et al. (2009) which found evidence of a

positive relationship between growth and money supply. 

The real exchange rate variable is significant, and as expected is positively related to

economic growth. This suggests that, ceteris paribus, a unit real exchange rate depreciation of Tanzanian currency over US dollar on average led to a relative increase of about 0.0008741 units of real GDP or output. The finding further cements Rodrik (2008) findings that the positive relationship between economic growth and real exchange rate is more pronounced in developing countries.

The trade openness coefficient estimate is insignificant in the regression and carries a negative coefficient which is opposite with the expected sign from the economic theory. Ceteris paribus, a unit increase of Tanzania’s trade openness to the rest of the world will lead to a decrease of about 0.1359139 units of real GDP or output. This finding would suggests that the effect of trade openness on growth volatility is indeed conditioned by the degree of export diversification. As Rodrik (1998) suggested, larger government expenditure is one of the features of open economies as it attempts to dissolve shocks resulted from greater exposure. The results are also similar to that obtained by Kim (2011) and Were (2015). However, Kim, Lin, and Suen (2012) provide evidence that trade promotes economic growth in high-income, low-inflation, and non-agricultural countries but has a negative impact in countries with the opposite.

The government expenditure variable is positively related to economic growth and it is significant at 5% having the p-value of about 0.039. Ceteris paribus, a unit increase in government expenditure on average will results in an increase of about 0.5565263 units of real GDP or output. Similar findings has been arrived by Olukayode (2009) using Ram’s (1986) model. However, these results are inconsistent with other studies conducted by S.D. Mohammad et al (2009), Landau (1983, 1986), Cheng and Lai (1997), Russek, Barth, and Kaleher (1990), they found that government expenditure expansion tends to exert a negative impact on economic growth for many developed and less developed countries.

4.4 Estimation results TC "4.2 Estimation results" \f C \l "1" 
Regression of non-stationary time series variable on one another often can give nonsensical or spurious results. As a result, one way to guard against it is to find out if the time series are cointegrated (Gujarati and Porter, 2009). Therefore, the first step before get on estimating the error-correction model is to ascertain the stationarity, order of integration and whether the variables under study are co-integrated.

4.4.1 The unit root test TC "4.2.1 The unit root test" \f C \l "1" 
Most time series variables are characterized by a systematic pattern that is unpredictable, suggesting the mean variation of the series over time. This can cause problems when predicting variable parameters of the regression model under scrutiny. Granger and Newbold (1974) termed such estimates as spurious regression results, as featured through high R2 values and t-ratios yielding results with no economic sense. There is greater need to test for unit root since shocks to a unit root process have permanent effects which does not decay as they would if the process were stationary. Thus, the ADF is used to test the existence of a unit root over a variable series. Akaike Information Criteria (AIC) were used to determine number of lags of the model.

Table 4.2: ADF test results of a unit root at levels TC "Table 4.1: ADF test results of a unit root at levels" \f T \l "1" 
	Name of a variable
	ADF statistic
	5% Critical value
	Order of Integration
	Stationarity

	Real GDP
	-0.589
	-2.961
	I(1)
	Nonstationary

	Inflation rate
	-0.546
	-2.961
	I(1)
	Nonstationary

	Foreign Direct Investment
	-1.355
	-2.966
	I(1)
	Nonstationary

	Money Supply
	-1.792
	-2.964
	I(1)
	Nonstationary

	Real exchange rate
	-2.413
	-2.961
	I(1)
	Nonstationary

	Trade openness
	-2.349
	-2.964
	I(1)
	Nonstationary

	Government Expenditure
	-1.762
	-2.961
	I(1)
	Nonstationary


Source: Researcher computation using STATA
So as to get clear picture and interpretation of results in Table 4.2, one should consider this simple explanation; when the ADF statistic is more or too negative than the critical value, suggests the presence of unit root or if the absolute value of ADF statistic is greater than the absolute critical value, portrays stationarity of the series at the respective level of significance. In that case, the preceding results show that real GDP, inflation rate, foreign direct investment, money supply, real exchange rate, trade openness and government expenditure are nonstationary at levels. Therefore, proceeding with these nonstationary variables will produce invalid or nonsensical estimates. In favour of this proposition, the non-stationary variables were differenced and results of the first order integration are portrayed in table 4.3;

Table 4.3: ADF test results for differenced variables TC "Table 4.2: ADF test results for differenced variables" \f T \l "1" 
	Name of a variable
	ADF statistic
	5% Critical value
	Order of Integration
	Stationarity

	dfreal GDP
	-5.847*
	-2.961
	I(0)
	Stationary

	dfinflation rate
	-6.170*
	-2.961
	I(0)
	Stationary

	Dfforeign direct investment
	-3.811*
	-2.966
	I(0)
	Stationary

	dfmoney supply
	-3.224*
	-2.961
	I(0)
	Stationary

	dfexchange rate
	-4.273*
	-2.961
	I(0)
	Stationary

	dftrade openness
	-3.279*
	-2.961
	I(0)
	Stationary

	dfgovernment expenditure
	-4.782*
	-2.961
	I(0)
	Stationary


* Significant at 5% levels.

Source: Researcher computation using STATA
Table 4.3 shows the ADF test results for differenced variable of first order. As it clearly shown, the value of ADF statistic is smaller than the critical value, thus confirming that real GDP, inflation rate, foreign direct investment, money supply, real exchange rate, trade openness and government expenditure are stationary at 5% level of significance.
4.5 Cointegration test TC "4.4 Cointegration test" \f C \l "1" 
It indicates the presence of long-run equilibrium among time series data. Economic theory often suggests that certain subset of variables should be linked by a long-run equilibrium relationship. As a matter of fact, individual variables might be in a disequilibrium state, but interventions by the government led to the restoration toward equilibrium. 
Results for co-integration analysis are summarized in Table 4.4. It can be observed that, the ADF statistic value for residuals -6.901 is too smaller than the critical values at all levels entailing that the residuals are stationary. This is to say that the variables in the co-integration regression equation under scrutiny are cointegrated or possess the long-run relationship. Moreover, Engle and Granger (1987) asserted that an error correction model representation is a necessity whenever cointegration among variables existed. The error correction term incorporated will help to predict the short-run adjustment of the variables under study towards long run stability or equilibrium. 
Table 4.4: Results of the cointegration equation TC "Table 4.4: Results of the cointegration equation" \f T \l "1" 
	Variable
	T-statistic
	Order of Integration

	Residuals
	-6.901
	I(0)


Source: Researcher computation using STATA
The cointegration results portrayed in table 4.4 follows Interpolated Dickey-Fuller (IDF) at 1%, 5% and 10% with the critical values of -3.655, -2.961 and -2.613 respectively. Hence, having 39 observations and the T-statistic value of -6.901 which is too negative or smaller than calculated critical values at levels provide clear evidence of stationarity, and thus ascertain the presence of long term association among model variables.

4.6 Error Correction Model (ECM) TC "4.5 Error Correction Model (ECM)" \f C \l "1" 
The ECM follows an intuition of existence of long-term connection among variables which might not have any significant association in the short run. As pointed in the previous chapter, Engle and Granger (1987) asserted that an error correction model representation is a necessity whenever cointegration among variables existed. The objective of ECM estimation is found out the speed of recovery or disequilibrium adjustment for the variables under the study in attaining equilibrium. This adjustment of disequilibrium is obtained by predicting residuals of the regression model treated as equilibrium error term (Sargan and Bhargava, 1983). 

Table 4.5: Estimation results for Error correction model TC "Table 4.5: Estimation results for Error correction model" \f T \l "1" 
	Variables
	Coefficients
	Std. Error
	P-values

	Inflation rate
	0.0009673
	0.074008
	0.990

	Foreign direct investment
	0.0052753
	0.0109001
	0.632

	Money supply
	0.5490216
	0.2533374
	0.038

	Real exchange rate
	0.0000567
	0.0000268
	0.042

	Trade openness
	-0.0402209
	0.1107632
	0.719

	Government expenditure
	-0.0441556
	0.1906325
	0.818

	RES_1
	-0.1825659
	0.0964325
	0.067

	Constant 
	-0.0724675
	0.0587918
	0.227


Source: Researcher computation using STATA
As expected, the adjustment coefficient of error-correction term (RES_1) is negative at its lag and statistically significant, demonstrating the presence of dynamic stability. To put it different, it implies that, any deviations that impact economic growth are adjusted by the inflation rate, foreign direct investment inflows, level of money supply in the Tanzanian economy, the real exchange rate volatility, the extent of trade openness and the portion of government expenditure toward the equilibrium. This results cemented the aforementioned existence of a long-run relationship between the economic growth of Tanzania and the macroeconomic variables under scrutiny.

Adding into that, the error correction term has the coefficient of -0.18 suggesting that about 18% of the disequilibrium will be corrected immediately to restore the equilibrium.

4.7 Granger Causality Test TC "4.6 Granger Causality Test" \f C \l "1" 
This test is used to determine the direction of causality between macro-economic variables and economic growth in Tanzania. The direction of influence is important as it informs the possible source of influence, and makes it easier in policy implementation to obtain the intended outcome. 
Table 4.6: The Granger Causality Test results TC "Table 4.6: The Granger Causality Test results" \f T \l "1" 
	S/N
	Direction of causality
	Chi-Square
	Prob>Chi square
	Decision

	1
	Inflation → Real GDP
	7.7244
	0.102
	Do not reject

	
	Real GDP → Inflation
	96.042
	0.000
	Reject*

	 

	2
	FDI → Real GDP
	5.4843
	0.241
	Do not reject

	
	Real GDP → FDI
	89.688
	0.000
	Reject*

	 

	3
	Money Supply → Real GDP
	14.891
	0.005
	Reject*

	
	Real GDP → Money Supply
	10.292
	0.036
	Reject*

	 

	4
	Real exch. rate → Real GDP
	17.911
	0.001
	Reject*

	
	Real GDP → Real exch. Rate
	40.108
	0.000
	Reject*

	 

	5
	Trade openness → Real GDP
	13.452
	0.009
	Reject*

	
	Real GDP → Trade openness
	11.703
	0.02
	Reject*

	 

	6
	Govt. expenditure → Real GDP
	14.461
	0.006
	Reject*

	
	Real GDP → Govt. expenditure
	8.8093
	0.066
	Reject**


Note: * significance at 5% level

          ** significant at 10% level

Source: Researcher computation using STATA
Table 4.6 show results of Granger causality using Wald test in Stata. It can be observed that there is no enough evidence to reject the null hypothesis that inflation rate and foreign direct investment does not granger cause economic growth with P-values of 0.102 and 0.241 respectively. However, the P-values of 0.000 each suggests that economic growth does granger cause inflation and FDI in Tanzania.
On top of that, the null hypothesis of money supply, real exchange rate, trade openness and government expenditure does not granger causes economic growth is rejected at 5 and 10% level of significances, implying that they do granger cause economic growth. The results further show that there is bi-directional causation of economic growth and money supply, real exchange rate, trade openness and government expenditure because they granger cause each other and statistically significant.
4.8 The Impulse Response Function (IRF) results TC "4.7 The Impulse Response Function (IRF) results" \f C \l "1" 
The IRF reflects how individual variables respond to shocks from other variables in the system. When graphically presented, the IRFs give a visual representation of the behaviour of variables in response to shocks. The responses are for a particular variable to a one-time shock in each of the variables in the system. As noted by Odusola and Akinlo (2001), the interpretation of the impulse response functions takes into consideration the first differencing of the variables as well as the vector error correction estimates. The response forecast period is ten years to enable us capture both the long term and short term responses.
 Figure 4.8: Inflation shocks to GDP growth TC "Figure 4.8: Inflation shocks to GDP growth" \f F \l "1" 
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 Source: Researcher computation using STATA
Figure 4.8 shows the inflation shocks to economic growth. The grey area shows standard error confidence bands which entail the estimation of the model were successful undertaken due to its narrow grey bands. On top of that, the response of economic growth to inflation shocks is quiet minimal especially at first 12 years of study and shows no response thereafter which suggests no significant impacts. 
Figure 4.9: Foreign Direct Investment shocks to GDP growth TC "Figure 4.9: Foreign Direct Investment shocks to GDP growth" \f F \l "1" 
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Source: Researcher computation using STATA
As it can be observed in figure 4.9, there is a large response of FDI due to shocks of economic growth and a minor response of foreign direct investment due to its own shocks or innovations. However, there is no response of economic growth due to shocks of foreign direct investment.
  Figure 4.10: Money supply shocks to GDP growth TC "Figure 4.10: Money supply shocks to GDP growth" \f F \l "1" 
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  Source: Researcher computation using STATA
Figure 4.10 shows the impulse response function of money supply shocks. The response of GDP growth to money supply shocks is quite negative at the initial stage but after almost first two years, the effect started to increase irregularly up to sixteenth year period, there after it stabilized and shows no response to the end of study period. Consequently, the money supply response to shocks of its innovations has a negative effect and decreases up to first twentieth period where it shows infinitesimal responses.
   Figure 4.11: Real exchange rate shocks to GDP growth TC "Figure 4.11: Real exchange rate shocks to GDP growth" \f F \l "1" 
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  Source: Researcher computation using STATA
Figure 4.11 shows the impulse response of GDP growth to real exchange rate shocks. The response of GDP growth to exchange rate innovations is negative but quite minimal (more specifically at initial periods and continues even after twentieth year period) before it stabilizes to a new minor negative level, which continues to the end of the study period. On the contrary, the response of real exchange rate due to its own shock is quite positive at initial stage but it climbed to a higher level in the fourth year period before it declined in the ninth year period and stabilizes to a new minor positive level irregularly to the end of the study period.
  Figure 4.12: Trade openness shocks to GDP growth
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 TC "Figure 4.12: Trade openness shocks to GDP growth" \f F \l "1" 
  Source: Researcher computation using STATA
Figure 4.12 shows the response of GDP growth to trade openness shocks. It can be observed that, the GDP growth response to trade openness shocks is positive until seventh year period where it declined to negative for almost two years and rose up again in the eleventh year period and it’s remained in the same path to the end of the study period. However, the response of trade openness to its shock innovations is positive but with a decreasing trend until twentieth year period and remained in the same path to the end of the study period.
Figure 4.13: Government expenditure shocks to GDP growth  TC "4.13: Government expenditure shocks to GDP growth" \f C \l "1" 
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Source: Researcher computation using STATA
Figure 4.13 shows the response of GDP growth to government expenditure shocks. The response of GDP growth to government expenditure is positive and initially increases for almost two-year period, but declined until fourth year period where it continues to swing irregularly until twentieth year period, thereafter remained to its path to the end of the study period.  
CHAPTER FIVE TC "CHAPTER FIVE" \f C \l "1" 
CONCLUSION AND RECOMMENDATIONS TC "CONCLUSION AND RECOMMENDATIONS" \f C \l "1" 
5.0 Introduction TC "5.0 Introduction" \f C \l "1" 
This section provides conclusion and recommendations of the study emanating from the previous chapters. It is also dedicated to discussion and recommendations on the macroeconomic policy variable determinants of economic growth and on the model selection imparticular so that the comprehended estimates may be used for policy planning.
5.1 Conclusion TC "5.1 Conclusion" \f C \l "1" 
According to USAID, among Tanzania’s predominantly rural population which accounts for about 73%, economic growth is somewhat limited. Just to mention a few, some of the factors hindered inclusive or broad-based growth pointed includes low productivity in labour intensive sectors like agriculture that employs over 75% of population, unstable long-term macroeconomic policies and low investment in research and development. With such highlight in place, this study aimed at scrutinizing the effect of the selected key macroeconomic variables on growth of Tanzania’s economy. Multivariate framework of regression has been used to shed on the effects of macroeconomic variables on economic growth in Tanzania over the period 1980 to 2020.  Baring into mind that, the empirical results presented in this paper is basically suggestive, as more analytical studies need to be undertaken for ultimately obtaining sustainable economic growth.    

Consequently, the data analysed in this study has provided light and prompted to the following conclusions; the quantitative evidence found positive existing relationship between inflation rate and economic growth as proxied by real GDP, this elucidates that the inflationary level that Tanzania has experienced over the course of years is not harmful, but rather good for economic growth. 
Also, in accordance to a priori, FDI helps to bridge the gap between savings and investment which is a necessary condition for economic growth. However, its negative influence obtained from the study findings suggesting that Tanzania have not utilized its absorptive capacity to benefit from the foreign direct investment inflows. Indeed, this is the area that should be studied more, as to which sectors from primary to manufacturing will have a positive spillover to economic growth in developing countries like Tanzania.
On top of that, the insignificant of money supply availed in this study is conformed with suggestion of theories that in the short run, an increase in the money supply will push the interest rate down as money demand fluctuations alter people's desire for liquid assets and thus the prices and rates of return on bonds, exchange rate will increase (currency depreciation) in order to create the expectation that it will fall faster in the future. This increase in the exchange rate makes domestic goods more attractive, thus increasing both foreign and domestic demand for domestically produced goods. This then encourages output growth. We observe that monetary and fiscal innovations are not all neutral in the short-term or long term; rather, these innovations depend on the policy instruments used. 
Moreover, a positive relationship between real exchange rate and economic growth implies that an increase in real exchange rate or depreciation of local currency against foreign currency makes domestic goods and services relative cheaper against foreign goods and services and enhances competitiveness of Tanzania’s economy. Also, the results further suggests that the current Tanzania international trade system has no robust impact on the national economic performance. The implication of this result is that the Tanzania external trade which is dominated by export of raw materials has not engenders significant and sustainable economic growth of the country. However, irrespective to study findings, a plethora of studies have shown evidence higher per-capita GDP over time to countries which are open to trade (Romer, 1990; Barro, 2003). Lastly, the expenditure by the Tanzania government proven to positively inducing growth of the economy.
5.2 Recommendations TC "5.2 Recommendations" \f C \l "1" 
The outcomes originating from this study have potential policy relevance for the design and formulation of sound fiscal and monetary policies for enhancing the promotion of economic growth and development in Tanzania.  

As elucidated by Boldeanu and Constantinescu (2015) that economic growth contributes greatly to the well-being and prosperity of people. As such a positive performance of factors which drive economic growth is vital for attaining the desired level of prosperity and well-being. 
There is a need for the government of Tanzania to continue executing monetary and fiscal policies that will stabilize inflation rate, as it induces growth of the economy. The Central Bank of Tanzania (BOT) should retain the monetary policy rate at optimal level in crowding excess liquidity in the economy that determine the level of monetary aggregate level and considering its pull effect on price stability. To put it differently, money supply should be allowed to grow according to the real output of the economy (monitorized economy). Also, increase in government development expenditure like infrastructure and irrigation development would results to inclusive and sustainable growth of Tanzania economy.
Since openness promotes countries competitive advantage, promotes fast and costless technological advancement through technology transfer, and improves countries’ economies of scale (Chang et al. 2009), the study further proffered that, for the developing countries like Tanzania more investment should be directed to manufacturing industrial goods to enhance competitiveness in international trade. Yes, indeed, the right combination of monetary and fiscal measures remains unwavering towards development and growth of Tanzania economy.

Having gone through different papers regarding economic growth, interestingly I found that most of them had highlights on economic determinants of economic growth. Equally important are non-economic determinants that arguably crucial in driving country’s economic growth. Among the factors includes efficiency of Government institutions, political and administrative systems, cultural and social factors, geography and demography can have direct impact on economic growth and other economic determinants. Again, these factors are fundamental for further research.
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