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ABSTRACT

Capital structure is as important as ever to maximize returns and strengthen financial performance of banks. This research aimed at assessing the effect of capital structure on financial performance of commercial banks in Tanzania.  Specifically, the study determined: the effect of TDTA on ROA, the effect of TDTA on ROE, the effect of ETA on ROA and the effect of ETA on ROE. SZ and AG were controlled variables. The study employed explanatory research design and adopted purposive sampling technique. Secondary panel data were collected from audited financial statements of 34 commercial banks from a population of 39 banks over a period of 2013 - 2019. Documentary analysis and website survey were the data collection instruments. Data were analyzed using descriptive statistics; correlations and multiple regression models with the aid of STATA programme. The study found out that ETA, TDTA and SZ had an insignificant positive relationship with ROE, AG had a significant positive relationship with ROE, TDTA had a significant positive relationship with ROA, ETA had an insignificant positive relationship with ROA, SZ and AG had an insignificant negative relationship with ROA.  The study concluded that capital structure had both positive and negative effects on the banks’ financial performance. The study recommended that the policy maker (BOT) should consider raising the minimum equity capital requirement for the banks’ and establish a policy that directs the banks’ on managing their SZ and AG to enable the banks become responsive to ongoing capital needs while minimizing the cost of funding. The study contributed knowledge on the effects of TDTA, ETA, SZ and AG on ROE and ROA of commercial banks in Tanzania which is beneficial for policy makers, banks’ management, researchers, investors and other stakeholders interested to learn about the effect of capital structure on financial performance of the banks’. 
Keywords: Capital structure, financial performance, commercial banks in Tanzania.
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CHAPTER ONE

INTRODUCTION AND BACKGROUND TO THE PROBLEM
1.1
Chapter Overview

This chapter covers: background to the research problem, problem statement, objectives, research hypotheses and significance of the study.
1.2
 Background of the Study
In today’s highly competitive business environment and technological advancement, capital structure decision is arguably as important as ever to maximize returns and strengthen financial performance of a firm. This is because capital structure decision is crucial for any business organization in order to increase its ability to deal with its competitive environment (Onyango, 2016).
Capital structure refers to a firm's financing mix mainly debt and equity used to finance a firm’s operations (Myers, 2001). One of the ways through which banks can strengthen their financial performance is by selecting a correct proportion of debt and equity capital. Choosing a wrong proportion leads to higher costs of funding that adversely affect banks financial performance and survival (Anarfo, 2015).
The recent decline in banks financial performance among African banks has led to sluggish economic growth and development among African countries (Anarfo, 2015). This continues to heighten the need for understanding the effect of capital structure on financial performance of banks.

Commercial banks in Tanzania play a major role of directing funds to productive units of the economy. The banks have been going through transformation to cope with the constantly changing business environment, increasing domestic and global competition, economic downturn, rapidly changing market trends and volatile financial markets. The banks need to remain responsive to ongoing developments in both domestic and international environment.  Recent studies in Tanzania, reported that 35% of the banks were undercapitalized at the end of 2017 (Swai, 2019) that weakened the banks’ financial performance and their ability to support the economy. Among the major factors that weakened banks financial performance in Tanzania was the growing cost of acquiring funds associated with its capital structure choice (BOT, 2015). To get a better insight of commercial banks financial performance in Tanzania, it is imperative that researchers examine the effects of capital structure in the banking sector.
Lack of adequate capital has been identified as the major cause of bank failure (Rahman & Rana, 2018). Despite the positive effects of debt capital which includes tax benefits (Modigliani and Miller, 1963), a tool to monitor managerial behavior (Jensen and Meckling, 1976) and the fact that debt does not dilute voting rights; the choice of a higher debt ratio is associated with risks and inefficiencies of banks (Myerson, 2014). Banks can improve their financial performance by reducing debt ratio (Anarfo & Appiahene, 2017). 
On the other hand, a higher level of equity to assets ratio is crucial in absorbing losses for effective risk management. However, holding higher equity levels lead to inefficiencies and negative effects on banks financial performance (Aiyar, Calomiris, & Wieladek, 2015). Regardless of banks vulnerability to cost of funding that significantly reduces banks’ financial performance, very little is known on the effects of banks’ capital structure choice, which presents a significant challenge to control bank failure. Due to this in January 2018 five banks in Tanzania closed due to limited capital to support its operations (BOT, 2018).
Several efforts and regulations have been put in place by BOT to guide banks on the safe level of minimum bank capital requirements. These include; setting the minimum core capital for fully fledged commercial banks be 15 billion shillings (BOT, 2015). And by having banks at all times maintain a core capital of 12.5% and total capital of 14.5% (BOT, 2014). Despite of these regulations, nine banks were not able meet the minimum regulatory capital requirements; three among the nine were commercial banks (BOT, 2018). If this situation continues, the country may fail to achieve the Tanzania development vision 2025 of achieving sustainable growth (URT, 2015).
This study intends to determine the effects of capital structure on financial performance of commercial banks in Tanzania. The findings of this study will add knowledge to bank management when deciding on capital investment decisions, to investors when looking for profitable banks to invest, to researchers and to stakeholders in the banking industry.

1.3 
Statement of Research Problem
Commercial banks have expanded and increased their operations (BOT, 2018). However their financial performances have been declining due to poor application of capital structure. Key to the entire discipline of capital structure is determining a right mix of debt and equity capital that minimize costs of capital. The cost of capital associated with capital structure has many implications on banks’ financial performance and often exert a crucial impact on their survival, profitability and growth (Salehi & Biglar, 2009).
The advantage of using capital structure properly has been associated with good financial performance in the banking industry, which improves economic growth in Tanzania. However, inappropriate application of capital structure leads to underperformance and closure of banks, which culminate to economic downturn in the country.
The government and other stakeholders have made various efforts to ensure banks are protected against failure by managing their capital adequacy and capital structures effectively. This includes setting the minimum level of capital structure that improves the financial performance of commercial banks.  Despite the government efforts of setting the minimum core capital for fully fledged commercial banks be 15 billion shillings (BOT, 2015); and at all times having banks maintain a core capital of 12.5% and total capital of 14.5% (BOT, 2014), it has been reported that 35% of the banks are undercapitalized. This means the interventions have not translated into an increase in financial performance. The implication of this is that there are factors on the capital structure that account for this gap, which have not been adequately researched.
Moreover, literature shows that very few studies have been conducted in Tanzania on capital structure and financial performance of commercial banks (Kipesha & Moshi, 2014; Pastory, Marobhe, & Kaaya, 2013). The studies were conducted in 2013 and 2014. Since that time banks have experienced growth in deposits driven by expansion of banks’ branch network, agent banking, and increase in banking with savings and credit cooperative societies, mobile money operators and technological innovations (BOT, 2015). All these are important bank specific variables compounded in the issue of capital structure that needs to be accounted for. 
Additionally, this study covered a period of seven years and more variables compared to previous studies that have covered five years only. Hence, it will improve the interpretation ability of the model and power of the study. Following that, the study seeks to determine the effect of capital structure on financial performance of commercial banks in Tanzania and extend the empirical work on the capital structure theory.
1.4  
Objectives of the Study
1.4.1
Main Objective

To determine the effect of capital structure on financial performance of commercial banks in Tanzania.
1.4.2 
Specific Objectives

(i) To determine the effect of TDTA on ROA 
(ii) To determine the effect of TDTA on ROE 

(iii) To determine the effect of TDTA on ROA 
(iv) To determine the effect of TDTA on ROE
1.5
Research Hypothesis

This study tested four hypotheses as follows:

1.5.1
 Effect of TDTA on ROA and ROE
The effect of TDTA on financial performance (ROE and ROA) of banks has been reported with mixed findings. Whilst most empirical study findings have reported that TDTA had a negative effect on ROA and ROE of banks (Anarfo & Appiahene, 2017; Mesfin, 2018; Siddik et al., 2017; Sivalingam & Kengatharan, 2018), a few like Kipesha & Moshi (2014) have reported that TDTA had a positive effect on ROA and ROE. 
Following majority of the previous empirical study findings, two hypotheses were developed between TDTA and ROE/ROA:

H1: TDTA had a negative effect on ROA 

H2: TDTA had a negative effect on ROE
1.5.2 
Effect of ETA on ROA and ROE
Similarly, various empirical studies have reported mixed results on the effect of ETA on financial performance (ROA/ROE) of the banks. Whilst most studies have reported that ETA had a positive effect on ROA and ROE of the banks’ (Mutua, 2016; Myers, 1984; and Tuncay, 2019), a few studies like Pastory et al (2013) have reported that ETA had a negative effect on ROA and ROE. Arguing the same as most empirical study findings, two hypotheses were developed between ETA and ROA/ROE:
H3: ETA had a positive effect on ROA

H4: ETA had a positive effect on ROE
1.6
 Significance of the Study

The study is important to various stakeholders as follows:
1.6.1 
The Government (Policy Makers)

The study is beneficial to policy makers because it has contributed knowledge about the effect of total debt to total assets ratio, the effect of equity to total assets ratio, the effect of bank size and asset growth on ROE/ROA of commercial banks in Tanzania and suggested solutions to minimize the problem associated with capital structure variables leading into decreases in the financial performance of the banks’. 
The study suggested that BOT as a regulator of banks in Tanzania, it should consider raising the minimum equity that must be maintained by banks at all times; it could also establish a policy measure that directs the banks’ on managing their expansion and size, asset growth and include risk based supervision approaches driven by technology to enable the banks become responsive to ongoing capital needs while minimizing the cost of funding.
1.6.2
 Commercial Banks

This study is beneficial to commercial banks management when searching for solutions to minimize operational costs. Bank size and asset growth had a negative effect on return of assets of commercial banks in Tanzania. The study suggested that the banks’ management should oversee their cost management approaches associated with the increase bank size and growth in branch networks in order to minimize their operational costs. 
1.6.3 
Other Stakeholders

The study is helpful to other stakeholders like researchers, investors and customers who are interested to learn about capital structure and financial performance of commercial banks in Tanzania. For instance, the study is beneficial to other researchers who may be interested in doing further research in related topics, to the researcher who gained hands on research skills and knowledge about the topic of study for the partial fulfillment for the award of Master of Business Administration, to investors and customers who are interested to invest or bank with commercial banks in Tanzania. 
1.7
Organization of the Study
The next chapter covers conceptual definitions, theoretical review, empirical review, policy review, research gap, and conceptual framework.  Chapter three contains the research methodology, research philosophy, research design, survey population, sampling design, sample size, variables and measurement of variables, methods of data collection, data processing and analysis, validity and reliability as well as expected results of the study. Chapter four presents the results of the study; chapter five presents the discussion of findings and chapter six presents a summary of the findings, conclusion and recommendations.
CHAPTER TWO

LITERATURE REVIEW
2.1 
Overview

This chapter covers definition of key concepts, theoretical and empirical literature review, policy review, research gap, conceptual framework and theoretical framework.
2.2
Conceptual Definitions

2.2.1 
Financial Performance

Financial performance is reflected on the ability of a firm to generate new resources from day to day operations over a given period with its available assets (Aktan & Bulut, 2008). In other words, it is an outcome that provides a picture on the strengths and weaknesses of a firm through the analysis of financial data contained on the firms’ financial statements. A firm’s financial statement lists its assets and how those assets are financed at a particular point in time (Toussaint, 2015). Kaplan & Norton (1992) as cited in Aktan & Bulut (2008) argues that financial performance can be measured through return on investment, return on equity (ROE), and return on assets (ROA). In line with Siddik et al (2018), Mesfin (2018), and Silvalingan & Kengatharan (2018) this study employed ROA and ROE to measure financial performance of the banks’. ROA and ROE variables are briefly explained below:
Return on Assets (ROA)
ROA is a measure of financial performance expressed in profitability ratio and it gives a clear picture of how effective a firm is in generating profits with its assets (Siddik et al., 2017). ROA measures management’s efficiency in using a firm’s assets to generate operating profits and it also reports on the total return that is build up to all providers of debt and equity capital (Al Nimer, Warrad, & Al Omari, 2015). It is computed as net income after tax divided by total assets. Usually, the higher the ratio the healthier the firm is and this means that a firm is generating high profits. The justification for using ROA as a measure of the banks’ financial performance is that several studies such as (Tuncay, 2019; Silvalingan & Kengatharan, 2018; Mesfin, 2018; Siddik et al., 2017; and Mutua, 2016) have used it to measure bank financial performance.
Return on Equity (ROE)
ROE is another good measure of financial performance and it measures how effective a firm is in using shareholders’ funds (equity) to generate profits (Siddik et al., 2017). It is a profitability ratio and it is expressed in percentage to compare between the net profit or loss of a firm and equity (Toussaint, 2015). This ratio measures the ability of a firm to generate profits from its equity alone. Usually, the higher the ROE, the more attractive the bank is to its shareholders (Toussaint, 2015). It is computed as net profit divided by equity (Tuncay, 2019).  ROE has been used in various studies to measure financial performance for instance (Silvalingan & Kengatharan, 2018; Mesfin, 2018; Anarfo & Appiahene 2017; Siddik et al., 2017; Mutua, 2016; Kipesha & Moshi, 2014, Pastory, 2013).
2.2.2 
Capital Structure

Capital structure refers to the mix of financing sources used by firms to finance their real investments; mainly debt and equity (Myers, 2001). Capital structure of a bank plays an important role in aligning banks incentives that serves as a buffer in absorbing loses, reducing probability of failure, improving incentives for risk management, and protecting creditors and shareholders wealth in the event of a bank failure (Dagher et al., 2016). Most studies used equity to total assets (ETA) and total debt to total assets (TDTA) as measures of capital structure for instance (Tuncay, 2019; Silvalingan & Kengatharan, 2018; Mesfin, 2018; Anarfo & Appiahene 2017; Siddik et al., 2017; Mutua, 2016; Kipesha and Moshi, 2014; and Pastory et al., 2013). 
In line with the previous researchers’ listed above, this study used ETA and TDTA as measures of capital structure. Moreover, bank size and asset growth are believed to affect the studied capital structure variables and have been controlled in this study as noted in the work of (Tuncay, 2019; Silvalingan & Kengatharan, 2018; Mesfin, 2018; Siddik et al., 2017; Mutua, 2016; and Pastory et al., 2013). These variables are briefly explained below:
Total debt to total assets ratio (TDTA)

Total debt refers to the sum of all short and long term borrowed funds identified on a firm’s financial statements (Silvalingan & Kengatharan, 2018). TDTA represent the proportion of banks assets financed by borrowed funds (Hailu, 2015). Total assets refer to the sum of a firm’s equity and liabilities. TDTA is calculated by dividing total debt to the total assets (Hailu, 2015). This ratio specifically measures the total amount of debt a firm compared with its total assets. Higher debt levels result to a higher ratio, which indicates that the firm is at greater risk of funding its operations (Mesfin, 2018). Hence, banks with higher debt levels are more vulnerable to financial crisis (Tran, Girerd-Potin, & Louvet, 2015).  Following (Siddik et al., 2017; Mutua, 2016; and Kipesha & Moshi, 2014) the study used TDTA as a measure of capital structure.
Equity to total assets ratio (ETA)

Equity financing refers to the funds provided by the owners of the business in terms of share capital (Onyango, 2016). It may also take the form of retained earnings which are undistributed profits to owners or shareholders. ETA is calculated by dividing equity funds to the total assets of a firm. Equity plays two critical functions in banks which are absorbing losses resulting from loan defaults and providing a strong incentive for risk management (Aiyar, et al, 2015). Following the work of Mutua (2016), Tuncay (2019) and Mutua (2016) this study used ETA as a measure of capital structure.
Bank size (SZ)

Sometimes a firm management considers SZ of the firm as a key choice on its capital structure (Tuncay, 2019). SZ and its effects on financial performance has remained controversial due to the fact that some academicians believe that large firms have higher earnings that they can reinvest as capital while others believe that a larger firm has higher  debt usage and incur high  operational costs in managing their size. In line with Silvalingan & Kengatharan (2018), Siddik et al. (2017) and Mutua (2016), this study controlled firm size to find out on its effects on financial performance.
Asset growth (AG)

Existence of growth opportunities has an influence on a firm's capital structure choice (Silvalingan & Kengatharan, 2018). If a firm is growing faster than it can generate funds internally to finance its growth, then it will demand funding from outside sources (Tuncay, 2019). Several studies have argued that financial performance and asset growth are closely related and controlled for its effects for instance (Mutua, 2016) and (Hailu, 2015). This study controls the banks’ asset growth to find out its impacts on financial performance. 
2.3
Theoretical Literature Review

This section reviews the theories of capital structure and the effect of capital structure on financial performance.
2.3.1
Overview of Capital Structure Theories

The foundation for capital structure theories began with Modigliani & Miller (1958). Since then, a vast theoretical literature had developed which led to the formulation of other theories, such as the static trade off theory, the pecking order theory, and the agency theory which are reviewed in this section.
2.3.2 
Modigliani and Miller Theory

Modigliani and Miller (1958) initiated capital structure theories, which are considered to be the turning point of the modern finance theory. Modigliani and Miller (1958) concluded, in a free market where there are no taxes and no transaction costs, capital structure decisions does not have an influence on a firm’s financial performance. The assumptions, no taxes and no transaction costs do not hold in the real world and this theory is subject to critics by scholars due to its irrelevancy. Scholars such as Modiglian and Miller (1963); Stiglitz (1969); Kraus and Litzenberger (1973) have challenged this theory because in some cases a firm may not earn its debt obligation with certainty to pay its creditors and if so, its financial performance is affected negatively and may lead to insolvency of the firm. This implies that capital structure decisions have an influence on a firm’s financial performance due to existence of bankruptcy costs and tax advantage of interest payments (Mesfin, 2018). Hence, a firm can maximize its financial performance by selecting a correct combination of debt and equity taking into account the costs of capital involved in each source of finance.
2.3.3
The Static Trade-off Theory

The static trade off theory suggests a modified version of Modigliani and Miller theory (1958) and it was developed by Myers (1984). The theory states that an optimal capital structure of a firm from which cost of capital is minimized and the financial performance of a firm is maximized is determined by a tradeoff of costs and benefits of debt finance by balancing the value of tax savings against the costs of bankruptcy (Myers (1984). This implies that firms’ optimal debt is achieved by balancing the benefits of interest payments and costs of issuing debt. An empirical study on determinants of adjustment speed of capital structure by T. Lemma & Negash (2014) has found out that firms in developing countries temporarily vary their capital structure whereby more profitable firms tend to rapidly adjust than less profitable firms and the adjustment speed tends to be faster for firms in industries that have relatively high risk.
2.3.4 
The Pecking Order Theory
Myers (1984) developed the pecking order theory. The underlying rationale with this theory is that firms follow a certain hierarchy for different types of finances in preference of finance sources with the lowest cost of capital; internal finance (retained earnings) being preferred the first, then safest security (debt), and equity being the last preference. With this theory, internal financing is preferred first as there is neither flotation cost nor the disclosure of firms’ information.  Hence, with this theory, profitable firms tend to maintain lower debt levels by using retained profits as source of capital (Myers and Majluf, 1984). This study intends to use this theory among other theories based on the findings of previous empirical studies. Other studies that support the theory are Udeh & Ngwoke (2019) and Sivalingam & Kengatharan (2018).
2.4
Empirical Literature Review

Worldwide, many studies have investigated the association of capital structure decision on financial performance of banks.  The study findings have reported contradicting results ranging from positive effect, negative effect or no effect.  Below is a summary of a few empirical studies globally, in Africa and in the context of Tanzania.
Globally, Tuncay (2019) employs data of 11 banks in Turkey for the period 2006 to 2016. Financial performance measures were ROA, ROE and EPS, capital structure measures were capital adequacy, ETA and TDTA and controlled variables were SZ, asset quality, AG, inflation and interest rates. Using random and fixed effects regression models, it was observed that ETA affect ROA positively, SZ, asset quality and AG had a significant positive effect on ROA. ETA, TDTA, SZ, AG, and asset quality had insignificant effect on ROE and only asset quality had negative effect on ROE.  Inflation and interest rates had a significant effect on performance. ETA had a significant positive effect on EPS.

Silvalingan & Kengatharam (2018) analyzed data for 10 banks in Sri Lanka over a period of 2007 to 2016.  TDTA, LTDTA and STDTA were capital structure measures; financial performance was measured by ROE and ROA. SZ and deposits growth were controlled variables. Using random and fixed effects regression models, it was observed that TDTA was negatively related to financial performance, growth in deposits was positively related to performance while SZ, STDTA, LTDTA did not show any relationship with performance.
In Bangladesh, Siddik et al. (2017) analyzed data of 22 banks over a period of 2005 to 2014 with the aim of exploring the impacts of capital structure variables LTDTA, STDTA and TDTA on financial performance variables ROE, ROA and EPS. Controlled variables were liquidity, SZ, AG, economic growth and inflation rate. By applying the pooled ordinary least square (OLS) it was observed that capital structure inversely affects bank performance.
In Africa, Zalem, D. (2020) analyzed data for 5 banks in Ethiopia over a period of 2008 to 2017. Capital structure was measured by TDTA, debt to equity (DTE) and ICR. ROA and ROE measured financial performance. Other study variables were size, tangibility and inflation.   Using balanced panel model, the findings of the study revealed that TDTA has a negative insignificant effect on banks performance measured by ROE and ROA while DTE and ICR have significant positive effect on banks performance measured by ROE and ROA.
Mesfin, T. (2018) analyzed data for 10 banks in Ethiopia over a period of 2009 to 2017. Capital structure was measured by TDTA and ICR. Financial performance was measured by ROA and ROE. Other study variables were SZ, tangibility and inflation.   Using balanced panel model, the findings of the study revealed that TDTA and tangibility had a significant negative effect on ROA. ICR, SZ and inflation had a significant positive effect on ROA. Tangibility had a significant negative effect on ROE, whereas total TDTA, ICR, SZ and inflation had a significant positive effect on ROE.
Anarfo & Appiahene (2017) analyzed data for 39 banks in Africa over a period of 2009 to 2015. Capital structure was measured by TDTA and interest coverage ratio (ICR). Financial performance was measured by ROA, ROE, and NIM. The control variables of the study were SZ, and AG. Using dynamic panel regression analysis, the findings of the study revealed that TDTA had a significant positive relationship with ROA and ROE, SZ had a significant negative relationship with ROE and an insignificant negative relationship with ROA, AG had a significant positive relationship with ROE and an insignificant positive relationship with ROA and interest rates (ICR) had a significant positive relationship with ROE and ROA.
In another study, Mutua (2016) used data of 34 banks in Kenya for the period 2005 to 2015. Capital structure measures were STDTA, LTDTA, interbank borrowings, and equity, performance measure was ROA and bank size was a controlled variable.  Using fixed effects regression model it was observed that interbank borrowings and equity had positive effect on profitability while STDTA and LTDTA did not have a significant effect on profitability.

Hailu (2015) employed data of 8 banks in Ethiopia over a period of 2001-2013, used net interest margin performance measure and TDTA, total deposits to total assets, total loans to deposit and spread as capital structure measures. Asset growth and bank size were controlled variables. Using fixed effects regression model, it was observed that TDTA has negative impact on performance whereas total deposits to total assets, total loans to deposit, spread and bank size had positive relationship with performance while asset growth had statistically insignificant impact on performance.
In Tanzania, Kipesha & Moshi (2014) analyzed data of 38 banks over a period of 5 years. Capital structure measures were total debt to equity, TDTA, long term debt to asset and short term debt to asset while performance measures were ROE and ROA.  Using fixed effects regression model, it was observed that debt to equity ratio had a significant positive and negative impact on financial performance respectively, TDTA had an insignificant positive relationship with ROE and TDTA had a significant negative relationship with ROA.
Pastory et al. (2013) analyzed data for 20 banks over a period of 2005 to 2011for 20 banks. Performance was measured by ROE and capital structure measures were ETA, total equity to total loans, total liabilities to total equity and total equity to customers funding. Controlled variables were SZ, AG and total deposits. Using multiple regression models, ETA had a significant positive relationship with ROE, SZ had a significant positive relationship with ROE and AG had a significant positive relationship with ROE.
Based on the discussed empirical studies above, it can be derived that the effect of capital structure decision on financial performance of firms is unclear and inconclusive. This provokes researchers, firms, and regulators explore more on the topic. Following the above mentioned studies, it is evident that the widely used measures of capital structure are TDTA and ETA while the mostly used performance measures ROA and ROE. It was also noted that regression models have been used to analyze panel data.
2.5
Policy Review

One among the functions of a bank is to facilitate liquidity in the economy for economic activities to be carried on. This is only possible if banks have stable capital base. When a bank has an insufficient capital, it becomes undercapitalized. Capital forms the foundation upon which a business operates and it plays a number of roles to absorb loses, multiply fixed assets, and enhancing growth through mergers, acquisitions and takeovers (Anake et al., 2014). According to BOT (2014) capital adequacy ratios regulation, “every time a bank or financial institution shall at all times maintain a core capital of not less than 12.5% and at all times maintain a capital of not less than 14.5% of its total risk weighted assets and off balance sheet exposure”. Core capital is also known as tier 1 capital and it means permanent shareholders equity in the form of issues and fully paid ordinary shares (BOT, 2014). Furthermore, in 2015 BOT pointed that the core capital requirement for fully fledged commercial banks shall be 15 billion shillings.
2.6 
Research Gap

The government and other stakeholders have made various efforts to set the minimum level of capital structure that improve the financial performance of commercial banks.  Despite the efforts, financial performance of banks in Tanzania is still declining. This means the interventions have not translated into increases in financial performance. The implication for this is that there are factors on the capital structure that account for this gap, which have not been adequately researched.
Also, very few studies have been conducted in Tanzania on capital structure and financial performance of commercial banks for instance (Kipesha & Moshi, 2014) and (Pastory et al., 2013). Additionally, the studies were conducted in 2013 and 2014 in which since that time banks have experienced growth in deposits driven by expansion of banks’ branch network, agent banking, increase in banking with savings and credit cooperative societies (SACCOs), mobile money operators and technological innovations (BOT, 2015) of which are all important bank specific variables compounded in the issue of capital structure in terms of bank size and assets growth. 
Furthermore, the study included wider time coverage of 7 years and more variables compared to the previous studies. This improved the interpretation ability of the model. Following that, this study seeks to determine the effect of capital structure on financial performance of commercial banks in Tanzania including and addresses the identified gaps.
2.7
Conceptual and Theoretical Framework

The following conceptual model was developed to describe the relationship between capital structure and financial performance.
Independent Variables   



   Dependent Variables

[image: image1]
Figure 2.1: Conceptual and Theoretical Framework
Source: Developed by researcher
CHAPTER THREE

RESEARCH METHODOLOGY
3.1 
Overview
Outlined in this chapter is the research methodology applied in this study. It explains on research philosophy, research design, survey population, sample and sampling procedures, data collection and data processing methods.
3.2 
Research Philosophy

Research philosophy enables a researcher make decision on the research approach to be adopted for a particular study and why that approach is suitable (Saunders et al, 2009).  The study adopted positivism philosophy. Positivism philosophy is often associated with an approach that tests objective theories through examination of variable measurements (quantitative methods) and it allows the use of existing theory to develop hypothesis, which can be tested and confirmed for further development of theory (Saunders et al, 2009).
3.3 
Research Design
Research design is an outline of what a researcher does from commencement to the completion of the study. It includes description of all concepts and variables, writing of hypothesis, data collection, analysis and interpretation of data in a manner that combines relevance to a research purpose with economy in procedure (Zalem, 2020; Kothari, 2004). The choice of research design is guided by research questions, study objectives and the extent of existing knowledge (Saunders et al, 2009).
A descriptive and explanatory research design was adopted in this study to obtain information on the effects of capital structure on financial performance of commercial banks in Tanzania.  This design enabled the researcher to observe, describe, examine and explain the cause and effect relationship between variables using collected data (Saunders et al, 2009). This design is also applied when a researcher wishes to test hypothesis about existing theories (Saunders et al, 2009); in this case capital structure theory being tested for. Moreover, it allows testing of relationships through statistical analyses such as the use of multiple regressions (Saunders et al, 2009), which the researcher used in this study.  The study also used correlational analysis to establish relationship between variables.
3.4 
Study Population

Study population refers to a list of all individuals in the population where a sample is obtained (Saunders et al, 2009). According to BOT Annual Report (2019) there are 39 Commercial Banks registered and this constituted the target population of this study.
3.5
 Sample Size

Sample size is the number of items selected from a study population (Saunders et al, 2009). Sampling technique is the process used to select a number of individuals or objects from a study population (Kothari, 2004). Purposive sampling technique is a non-probability sampling whereby researchers rely on their own judgment when selecting a sample from population (Saunders et al, 200). Based on purposeful sampling criteria, the banks registered after the study period from 2013 that have no data for the whole dependent and independent variables were excluded from this study. This left 34 commercial banks for examination.
3.6
 Methods of Data Collection
Data collection is the process of gathering data (Saunders et al, 2009). Data collection process can be in the form of primary data or secondary data.
3.6.1
 Secondary Data Collection Method
Secondary data collection method involves gathering data that has been produced not for the sole purpose of a particular study (Saunders et al, 2009). Bundala (2014) argues that website and documentary survey strategies can be used to collect online data from which relevant information can be extracted for use in a particular study. The study used documentary analysis and website survey to collect secondary published audited financial statements data of the 34 commercial banks in Tanzania, from which quantitative data on the banks’ equity, total debt, earnings before interest and taxes, interest expenses, total assets and profit after tax were extracted.
3.6.2
Data and Types of Data

Data can be grouped into qualitative and quantitative data (Saunders et al, 2009).  Quantitative research, in contrast to qualitative research, deals with data that are or can be converted in to numbers (Saunders et al, 2009; Sheard, 2018). The researcher collected data from the banks’ financial statements, which are presented in numerical form. The data were collected from 34 commercial banks for the year’s 2013-2019. 
Due to existence of both time series (years) and cross-section nature of data (the banks), this constituted panel data (Sheard, 2018). Hence, the type of data used in this study is quantitative panel data.
3.7
Variables and Measurement Procedures

3.7.1 
Independent Variables

Capital structure was the independent variable of the study. Most studies used TDTA and ETA to measure capital structure for instance Mesfin (2018), Silvalingan and Kengatharan (2018); Mutua (2016); Siddik et al. (2017), Tuncay (2019) and Zalem (2020). Likewise, this study used TDTA and ETA to measure capital structure. 
Ratio computations were computed as follows:

TDTA = Total debt/Total assets

ETA = Equity/Total assets
3.7.2 
Dependent Variables

The dependent variables of the study were ROA and ROE. Similarly most studies used ROA and ROE to measure bank financial performance for instance Kipesha and Moshi (2014); Mutua (2016); Pastory et al. (2013; Siddik et al. (2017), Silvalingan & Kengatharan (2018) and Tuncay (2019). Ratio computations were done as follows:

ROE = Profit after tax/equity

ROA= Profit after tax/Total assets
3.7.3 
Control Variables

Most researchers controlled some variables that were believed to affect the studied variables. Bank size and assets growth were the controlled variables in most studies for instance Mutua (2016); Pastory et al (2013), Siddik, et al. (2017), Silvalingan & Kengatharan (2018) and Tuncay (2019). Like these studies, control variables were bank size and asset growth. Variable computations were performed as follows:

Size

This is computed as natural logarithm of total banks assets (Tuncay, 2019). This measure is preferred as it creates a better data that fit the model.
Asset Growth

This was computed by considering changes in banks total assets using the following equation (Tuncay, 2019). Asset growth = (current year assets less previous year assets)/Previous year assets.
3.8
 Data Analysis Methods
Data analysis refers to the process of turning raw data in to useful information (Saunders et al, 2009).  This research focused on numerical data. The basic methods used to analyze numerical data are called statistics which are concerned with organization, data cleaning, coding responses, entering data into statistical models, checking data for errors, analysis, and interpretation of numerical findings with a goal of processing it to useful information for conclusions and supporting decision making (Sheard, 2018). 
Descriptive statistics, correlations, and multiple linear regression models were used to analyze data from the sample commercial banks in Tanzania. Regarding data processing and analysis, initially the database was in SPSS version 20, in order to avoid the challenge of convergence during multivariable analysis the database was transferred into STATA software version 14. Researcher also conducted diagnostic tests to check for validity and reliability of the multiple linear regression models. These methods are briefly discussed below:
3.8.1 
Data Cleaning

Data cleaning involves the process of ensuring data is relevant and accurate.  The process includes removing or changing erroneous data, removing unnecessary data, replacing missing data and removing outlying data (Sheard, 2018). Erroneous data occur due to problems in data collection stage, hence researcher identified and rectified erroneous data introduced during data entry process. To remove outlying data, researcher plotted rvpplots in STATA and dropped for outlying variables.
3.8.2 
Descriptive Statistics
Descriptive statistics was used to describe aspects of sets of quantitative data to enable interpretation and comparison between variables (Sheard, 2018). The study used descriptive statistics to investigate about the general trend of the data through the use of mean, standard deviation, maximums and minimums of the values.
3.8.3 
Correlation Analysis

Correlation analysis is a measure of relationship between the variables (Saunders et al, 2019).  The degree of relationship is known as correlation; measured by correlation coefficient and takes the value from +1 to -1 (Sheard, 2018). Correlation coefficients from 0 to 0.2 indicates very weak to no relationship, 0.2 to 0.4 indicates weak relationship, 0.4 to 0.6 indicates moderate relationship, 0.6 to 0.8 indicates strong relationship and from 0.8 to 1.0 indicates very strong relationship. Understanding and controlling relationship amount variables is relatively more important when determining regression analysis (Kothari, 2004). This study used the Pearson product-moment correlation test to test for the relationship among variables.
3.8.4
 Multiple Regression Analysis
Regression analysis is concerned with the study of how one or more variables affect changes in another variable (Kothari, 2004). Multiple regression models can be used when assessing cause and effect relationship of a dependent variable given the values of one or more independent variables (Saunders et al, 2009). The main objective of this study is to determine the effect of capital structure on financial performance of commercial banks in Tanzania, which is a cause and effect analysis. Therefore, this study employed multiple regression models. The calculations of multiple regression coefficients are relatively complicated when done manually (Saunders et al, 2009). Hence, statistical analysis software STATA version 14.0 was used.
3.8.5
Reliability

Reliability is concerned with the faith that a researcher can have in the data obtained and the degree to which the measuring tool controls for random error (Mahojan, 2017).  It is also concerned with stability of findings (Altheide & Johnson, 1994). For secondary data collection, an assessment of validity and reliability involves an appraisal of the methods used to collect data (Saunders et al, 2009). The study used secondary data collection method. Data were collected through BOT, which is a trusted data source as it is a regulator and a licenser of commercial Banks in Tanzania; hence data is trustworthiness, relevance and effective to make the study findings more reliable. BOT as a regulator of commercial banks in Tanzania ensures that the banks’ financial statements’ data are free from bias, falsification or manipulation in any manner before being published. The researcher conducted data cleaning and consulted experts to ensure validity and reliability of the entire research process.
3.8.6
Validity
Validity is the most important and fundamental feature in the evaluation of any measurement instrument that is used to enhance accuracy of research work.  Validity is concerned with what an instrument measures and how well it does so (Mahojan, 2017). It is represented in truthfulness of findings (Altheide & Johnson, 1994). To meet validity of the multiple regression model used in this study, researcher examined previous studies that match with the study objectives and identified the mostly used model. Most studies adopted either fixed or random effect regression models to measure the study objectives for instance Kipesha and Moshi (2014); Mutua (2016); Pastory et al. (2013; Siddik et al. (2017), Silvalingan & Kengatharan (2018) and Tuncay (2019). These studies conducted Hausman test to decide between fixed or the random effects regression models. Likewise, this study conducted Hausman test. 
Moreover, for the application of multiple regressions model to be totally valid, it requires many assumptions are satisfied and it follows that testing these assumptions is a critical part of any analysis (Poole & O’Farrell, 1971). A violation of the assumptions can result in to biased estimates of relationships, biased standard errors, untrustworthy confidence intervals and significance tests (Williams et al, 2013). Therefore, this study conducted diagnostic tests for the five most critical classical linear regression assumptions that must be met before running regression analysis (Saunders et al, 2009). These assumptions are briefly discussed below:
Test for Mean Value of Error Term is Zero

This assumption requires the average value of the error term to be zero for any given value or combination of values in the predictor variables (Williams et al, 2013). If this assumption is violated, regression coefficients may be biased. This assumption is never violated when a constant term is included in the regression equation (Mesfin, 2018).  Since a constant term was included in the regression equation, the average value of the error term is expected to be zero.
Test for Homoscedasticity (Constant Variance) of Errors
The model errors are generally assumed to have an unknown but finite variance that is constant across all levels of predictor variables (Williams et al, 2013). This assumption is also called homogeneity of variance assumption. If the errors have a variance that is finite but not constant across levels of predictor, it leads to the violation of homoscedasticity assumption. This violation is called heteroscedasticity (Williams et al, 2013). The Breush-Pagan/Cook-Weisberg test was adopted in this study to test for existence of heteroskedasticity, whereby a p-value greater than that 0.05 indicated that data is homoscedastic, otherwise heteroskedastic.
Test for covariance between the error terms is zero over time

The idea behind this assumption is that the error terms of the cross sectional data are uncorrelated over time. If errors were correlated over time, it would be stated that they are auto correlated (Brooks, 2018) as cite in Mesfin (2018).  This study used the Breush-Godifrey test for existence of autocorrelation for the two dependent variables ROA and ROE independently. The study used lagged value of variables to adjust for auto correlation (Williams, et al, 2013).
Test for Multicollinearity
The presence of correlations between two predictor variables is known as muticollinearity (Williams, et al, 2013). This increases the standard error of the coefficients (Kimoro, 2019) that affects validity and reliability of the study findings. The variance inflation factor (VIF) is one of the popular measures of multicollinearity (Williams, et al, 2013). VIFs greater than 10 signal serious multicollinearity problem, and VIFs between 5 and 10 indicate somewhat multicollinearity issue (Zeng, 2019). This study employed VIFs measure to detect the existence of multicollinearity among the explanatory variables.
Test for Normally Distributed of Errors
Regression assumes that errors are normally distributed for any combination of values on the predictor variables (Williams et al, 2013). In regression model, an error is the difference between subjects’ observed values on the response variable and the value predicted by the true regression model for the population as whole (Williams et al, 2013). Usually, regression errors cannot be seen direct, but using the parameters of the true regression models, it is possible to investigate on the properties of the errors by calculating residuals.  Residuals are defined as the difference between the observed response variable values and the values predicted by the estimated regression equation (Williams, et al, 2013). 
The assumption of normally distributed errors is important because when it holds true, it enable a researcher make inference about regression parameters in the population where a sample was drawn, even if the sample is relatively small (Williams, et al, 2013).  The shape of distribution is an important criterion for determining the type of analysis that can be performed on the data (Sheard, 2018). An important shape for interval scale data is the normal distribution (Sheard, 2018) and in the case of regression analysis, it follows that residuals should exhibit normal distribution and the variance of each residual should be constant across.  A violation of normality assumption affects the validity and reliability of findings. One of the ways to check if residuals follow normal distribution is by the use of skewness and kurtosis (Jarque-Bera) coefficients (Uyanik & Guler, 2013). 
Skewness is the extent to which distribution is asymmetrical and kurtosis is the extent to which distribution is flat or peaked (Sheard, 2018). Usually, a value of +2 to -2 is considered acceptable for common statistical tests; whereby a value of zero for the measure of skewness and kurtosis indicates symmetrical distribution (Sheard, 2018). This study used the skewness and kurtosis coefficients to check for normality problem whereby P-values greater than 0.05 for each variable signal that the data are normal.
3.8.7
Model Specification
The study employed multiple repression models in examining the effect of capital structure on financial performance of commercial banks in Tanzania. According to Keller (2014) the general multiple regression models can be presented as:
Y= β0 + β1X1 +β2X2+............................... βkXk+ ε
Whereby; Y is the dependent variable, X1, X2 ……Xk are the independent variables, β0, β1, β2….βk are the regression coefficients and [image: image3.emf]is the error term variable. The justification for selecting multiple regression models among others is that similar studies carried out by Hailu (2015); Mutua (2016); Silvalingam & Kengatharam (2018) and Tuncay (2019) have used the same model.
The study conducted Hausman test to decide between the fixed and random effects regression models. The test concluded that fixed effect regression model was suitable to explain the relationship between the dependent variable (ROA) and the independent variables (TDTA, ETA, and ICR). For the other dependent variable (ROE), the random effect regression model was suitable.  Therefore, the generalized equations based on the tests can be written as:
Fixed effect regression model for ROA
ROAit = β0 + β1ETAit +β2TDTAit + β3SZit + β4AGit + εit
Random effect regression model for ROE
ROEit = β0 + β1ETAit +β2TDTAit + β3SZit + β4AGit + µit +εit

Whereby;

ROAit is computed by taking net profit divided by total assets of bank i at time t

ROEit is computed by taking net profit divided by equity of bank i at time t
ETAit is computed as equity divided by total assets of bank i at time t
TDTAit is computed as total debt divided by total assets of bank i at time t
SZit is computed as natural logarithm of total assets for bank i at time t

AGit is computed by considering change in bank assets for bank i at time t

µit is the error term of bank i at time t

εit is the stochastic error term of bank i at time t
3.9
 Expected Results of the Study
3.9.1
Effect of TDTA on ROA and ROE
The relationship between TDTA and ROA/ROE of banks has been reported with mixed findings. Whilst most findings have reported that TDTA had a negative effect on financial performance of banks (Anarfo & Appiahene, 2017; Mesfin, 2018; Siddik et al., 2017; Sivalingam & Kengatharan, 2018), a few studies like Kipesha & Moshi (2014) have reported that TDTA had a positive effect on performance. Following majority of the previous empirical study findings, a negative relationship was expected between TDTA and the banks’ financial performance measured by ROE and ROA. 
3.9.2
Effect of ETA on ROA and ROE
Various empirical studies have reported mixed results on the relationship between ETA and financial performance of banks. Whilst most studies have reported that ETA had a positive effect on financial performance of banks (Mutua, 2016; Myers, 1984; and Tuncay, 2019), a few studies like Pastory et al (2013) have reported that ETA had a negative effect on ROA/ROE. Arguing the same as most empirical study findings, a positive relationship was expected between ETA and financial performance of the banks’ measured by ROE and ROA. 
3.10
Ethical Consideration

Research ethics refers to the questions on how one formulates research topic, research design, and gain access to data collection, process data, and write up research findings in a moral and acceptable way (Saunders et al, 2009). This research observed and protected confidentiality and privacy of the commercial banks as required by OUT and the banks. The researcher collected information from the banks website as directed by the Bank of Tanzania. Approval for collected data was used specifically for registered research with the title “Effect of capital structure on financial performance of commercial banks in Tanzania”. No effort would be made to identify the identity of commercial banks included in the research.

CHAPTER FOUR

RESEARCH FINDINGS

4.1
 Overview

This chapter presents research findings regarding the effect of capital structure on financial performance of commercial banks in Tanzania. Mainly, the chapter presents on the respondents’ response rate, data cleaning, descriptive statistics, correlation analysis, classical linear regression model diagnostic tests, Hausman test and results of the regression analysis.
4.2
 Response Rate

Secondary audited financial data were collected from 34 commercial banks operating in Tanzania for the period 2013 to 2019.  Of the 34 banks, 21 banks had the required financial data, which represents response rate of 62%. Kothari (2004) suggests that a response rate above 50% is adequate for analysis. 
4.3
 Data Cleaning

Data cleaning is the process of removing or changing erroneous data, removing unnecessary data, replacing missing data and removing outlying data (Sheard, 2018). Data cleaning is a very important stage where by errors are identified and corrected to avoid biased results.  Researcher identified for erroneous data occurring due to problems in data collection stage and data entry process by doing a thorough screening of the data. Researcher also removed outlying data by plotting rvpplots in STATA and dropped outlying variables.

4.4
 Descriptive Statistics

Table 4.1 demonstrates the mean, maximum, minimum and standard deviation values for the dependent and independent variables for sample commercial banks over the period 2013 to 2019. Financial performance was the dependent variable of the study and it was measured by ROA and ROE. Capital structure was the independent variable and it was measured by TDTA and ETA. SZ and AG were controlled variables.
Table 4.1: Descriptive Statistics of Dependent and Independent Variables
	Variables
	Mean
	Standard deviation
	Minimum
	Maximum

	ROA
	0.0113
	0.0153
	-0.0191
	0.1314

	ROE
	0.0751
	0.0950
	-0.1663
	0.2498

	TDTA
	0.8574
	0.0242
	0.8083
	0.9069

	ETA
	0.1472
	0.0273
	0.0919
	0.2090

	SZ
	11.528
	0.5947
	9.8494
	12.817

	AG
	0.0598
	0.1117
	-0.1804
	0.4253


Source: Annual reports of sample commercial banks computed using STATA version 14
Descriptive statistics for ROA
As indicated in Table 4.1, the mean ROA was 1.13%, which means that commercial banks in Tanzania earned a net income of 1.13% of the total assets. The standard deviation for ROA was 1.53%, which indicates variability of the earned profits from the mean profit for the banks’ on total asset.  The minimum ROA of negative 1.91% means that the least profitable bank lost 1.91% of net income invested in total assets. The maximum ROA of 13.14% means that the most profitable bank earned 13.14% on net income invested in total assets. 
Descriptive statistics for ROE

As shown in Table 4.1, the mean ROE was 7.51%, which means that the banks’ earned a net income of 7.51% of the total equity. The standard deviation for ROE was 9.5%, which indicates variability of the earned profits from the mean profit for the banks’ on total equity.  The minimum ROE of negative 16.63% means that the least profitable bank lost 16.63% of net income invested in total equity. The maximum ROE of 24.98% means that the most profitable bank earned 24.98% on net income invested in total equity.
Descriptive statistics for TDTA
As per table 4.1, TDTA had a mean value of 85.74%, which means that during the study period, commercial banks in Tanzania financed their total assets using 85.74% of debt. Moreover, the minimum and maximum values of TDTA are 80.33% and 90.69% with standard deviation of 2.42%, which indicates that the banks’ had a very small variation in using debt capital to finance their total assets.  Generally, the mean TDTA of 85.74% indicates that commercial banks in Tanzania used high debt level in financing their total assets over the study period.
Descriptive statistics for ETA
Table 4.1 indicates that the mean ETA of the banks was 14.72%, which means that during the study period, commercial banks in Tanzania financed their total assets using 14.72% of equity. The minimum and maximum values of ETA are 9.19% and 20.9% with standard deviation of 2.73%. This indicates that commercial banks in Tanzania have a very small variation in using equity capital to finance their total assets.  Generally, the mean ETA of 14.72.0% indicates that commercial banks used lower equity compared to debt finance in financing their total assets.
Descriptive statistics for AG
As per Table 4.1, the mean value AG was 5.98%, which means that during the study period, commercial banks in Tanzania met an asset growth of 5.98% on average subject to standard deviation of 11.17%. The minimum and maximum values of AG are -18.04% and 42.53%. This indicates that commercial banks in Tanzania had a variation in asset growth.
Descriptive statistics for SZ
As per Table 4.1, the mean value of SZ is 11.53 subject to a standard deviation of 0.59, which indicates that during the study period, the sample commercial banks vary in size.  The minimum size of the banks was 9.849 and the maximum size of bank was 12.82. This indicates that commercial bank in Tanzania differs in terms of size.
4.5
 Correlation Analysis

Correlation analysis studies the joint variation of two variables to determine the amount of association of the variables (Kothari, 2004). Generally, correlation coefficient measures the degree of linear association between two variables. Table 4.2 indicates the relationship between dependent variables (ROA, ROE) and independent variables (TDTA, ETA, SZ, AG).

Table 4.2: Correlation Coefficient among Variables
	
	TDTA
	ETA
	SZ
	AG

	ROA
	0.2036
	0.1175
	-0.0642
	0.0132

	ROE
	0.1958
	0.1254
	0.0098
	0.1980


Source:  Annual report of sample commercial banks computed using STATA version 14
As indicated in Table 4.2, ROA and ROE have weak positive correlation with TDTA, ETA, and AG. SZ had a negative weak correlation with ROA and a weak positive correlation with ROE.
4.6
 Diagnostic tests for Classical Linear Regression Model (CLRM) Assumptions

Before carrying out data analysis using regression model, a researcher is required to check whether the CLRM assumptions are met to make sure that data is ready for analysis.  Therefore, this part presents the CLRM test results.
4.6.1 
Test for Average Value of Error Term is Zero
This assumption requires the average value of errors to be zero (Williams et al, 2013).  Mesfin (2018) argues that this assumption is never violated when a constant term is included in the regression equation. In this study, a constant term was included in the regression equation, which made the average value of the error be zero.
4.6.2
 Test for Multicollinearity

This assumption checks whether explanatory variables are collinear or not (Williams et al, 2013).  This study used variance inflation factor (VIF) to check for existence of collinearity. VIFs greater than 10 signal serious multicollinearity problem, and VIFs below 10 indicate somewhat multicollinearity issue (Zeng, 2019). In this study, the joint use of long term debt and total debt as independent variables in the model was not appropriate as it would have caused the problem of multicollinearity. 
Thus long term debt was dropped from the regression equation in order to avoid the problem. The Table 4.3 presents the study variables VIFs.

Table 4.3: VIF among Explanatory Variables
	Variable
	TDTA
	ETA
	SZ
	AG
	Mean VIF

	VIF
	1.83
	1.89
	1.32
	1.08
	1.53


Source: Annual report of sample commercial banks computed using STATA version 14

As indicated in Table 4.2, there is no existence of multicollinearity among explanatory variables TDTA, ETA, SZ and AG as all variables have VIFs less than 10.

4.6.3 
Test for heteroskedasticity

This assumption requires the variance of errors to be constant (Williams et al, 2013). If the variance of errors is not constant, it is said that the assumption of homoscedasticity has been violated and this condition is called heteroskedasticity (Williams et al, 2013). This study used the Breush-Pagan/Cook-Weisberg test to test for existence of heteroskedasticity. 

The null hypothesis (Ho) is that data is homoscedastic and the alternative hypothesis (Ha) is that data is heteroskedastic.  We accept Ho if the probability value (P-value) is greater than 0.05 which means data is homoscedastic; otherwise heteroskedastic.
Ho: The variance of error is homoscedasticity

Ha: The variance of error is heteroskedasticity
Table 4.4: Heteroskedasticity Test for ROA (Breush-Pagan Test)
	Chi square
	0.01

	Probability > Chi square
	0.9279


Source: Annual report of sample banks computed using STATA version 14.0
As indicated in Table 4.4, the probability value is greater than 0.05, which implies the variance of errors is homoscedastic; hence we accept the null hypothesis (Ho).
Table 4.5: Heteroskedasticity Test for ROE
	Chi square
	3.36

	Probability > Chi square
	0.0668


As indicated in Table 4.5, the probability value is greater than 0.05, which implies the variance of errors is homoscedastic; hence we accept the null hypothesis (Ho).
4.6.4 
Test for Normality of Errors

The idea behind regression is that residuals should exhibit normal distribution and that the variance of each residual should be constant across (Williams et al, 2013). One of the ways to test for existence of normality problem is by the use of skewness and kurtosis coefficients (Uyanik & Guler, 2013) whereby P-values greater than 5% indicate that residuals follow a normal distribution.  The table below presents a summary of the test results.
Table 4.6: Sktest for Normality for ROE
	Variable
	Pr (Skewness)
	Pr (Kurtosis)
	Chi square
	Probability > Chi square

	ROE
	0.2893
	0.2554
	2.46
	0.2929

	TDTA
	0.7322
	0.1522
	2.2
	0.3325

	ETA
	0.4856
	0.3118
	1.53
	0.4647

	SZ
	0.2957
	0.8744
	1.13
	0.5670

	AG
	0.0301
	0.9028
	4.78
	0.0918


As indicated in Tables 4.6, all variables have p-values greater than 0.05, which indicates that the data are normal.
Table 4.7: Sktest for Normality for ROA
	Variable
	Pr (Skewness)
	Pr (Kurtosis)
	Chi square
	Probability >Chi square

	ROA
	0.0000
	0.0000
	-
	0.0000

	TDTA
	0.7322
	0.1522
	2.2
	0.3325

	ETA
	0.4856
	0.3118
	1.53
	0.4647

	SZ
	0.2957
	0.8744
	1.13
	0.5670

	AG
	0.0301
	0.9028
	4.78
	0.0918


As indicated in Tables 4.6, all variables have p-values greater than 0.05, which indicates that the data are normal.
4.6.5 
Test for Covariance between Error Terms is Zero

This assumption stems from the ground that the covariance between the errors terms over time for the cross section data is zero (Williams et al, 2013). If errors were correlated over time, it would be stated that they are autocorrelated.  This study used the Breush-Godifrey test to test for existence of autocorrelation for the two dependent variables ROA and ROE independently. The study used lagged value of variables to adjust for auto correlation (Mesfin, 2018).
Table 4.8:  Breush-Godfrey LM Test for Autocorrelation: ROA
	Lag (P)
	Chi2
	Df
	Prob > Chi2

	1
	2.221
	1
	0.1361


Ho: no serial correlation

Source: Annual report of sample commercial banks computed using STATA version 14.0
Table 4.8 present the test for autocorrelation after inclusion of lagged variable. According to the table, the p-value is greater than 0.05, which indicates absence of autocorrelation.
Table 4.9: Breush-Godfrey LM Test for Autocorrelation: ROE
	Lag (P)
	Chi2
	Df
	Prob>Chi2

	9
	16.880
	9
	0.0506


Ho: no serial correlation

Source: Annual report of sample commercial banks computed using STATA version 14.0
Table 4.9 present the test for autocorrelation after inclusion of lagged variables. As shown in the table, the p-value is greater than 0.05, which indicates absence of autocorrelation.
4.7
 Model Specification

There are two major estimators of panel data; fixed effects or random effects (Williams et al, 2013). Hausman specification test was employed to check for the appropriate model.
Table 4.10: Hausman Test for ROA
	Chi square
	13.48

	Probability > Chi square
	0.0193


Ho: Random effect model is appropriate

Ha: Fixed effect model is appropriate
Source: Financial statements data of sample banks computed using STATA version 14.0
As indicated in Table 4.10, the probability is less than 0.05 hence; we reject the null hypothesis and accept the alternative hypothesis. Therefore, the study used the fixed effect model to estimate the independent variable ROA.
Table 4.11: Hausman Test for ROE

	Chi square
	1.79

	Probability > Chi square
	0.8777


Ho: Random effect model is appropriate

Ha: Fixed effect model is appropriate
Source: Financial statements data of sample banks computed using STATA version 14.0

As indicated in Table 4.11, the probability is greater than 0.05 hence, we fail to reject the null hypothesis. Therefore, this study used the random effect model to estimate the independent variable ROE.
Table 4.12: Regression Results ROE

	Variable
	Coefficient
	Std. error
	Z
	Probability

	TDTA
	.5505
	.2975
	1.85
	0.064

	ETA
	.1053
	.2850
	0.37
	0.712

	SZ
	.0023
	.0139
	0.17
	0.866

	AG
	.1062
	.0524
	2.03
	0.043

	Cons
	-.5412
	.3242
	-1.67
	0.095


Number of observations =147

Wald Chi2 (5) =34.63

Probability > Chi2
=0.0000
Source: Financial statements data of sample banks computed using STATA version 14.0
Table 4.12 figures are computed at 5% significance level. Based on table, the following model was developed to determine the effect of capital structure on financial performance of commercial banks measured by ROE as follows:
ROE = -0.5412+ 0.5505TDTA+0.1053ETA+0.0023SZ+0.1062AG
The P-values indicates the percentage at which the variables are significant. R square indicates how well a regression model explains the variation of the dependent variables.  The R square value for ROE is 66.48%, which indicates that the dependent variables are well explained. The Wald Chi square for ROE is 34.63 and its p-value is less than 0.05, which reveals that the regression coefficients should not be rejected. The explanatory variable coefficients for ROE start with the constant variable of -0.5412, other factors being constant. The coefficient of TDTA is 0.5505 for ROE, which indicates that other factors being constant, TDTA had a positive relationship with ROE at 5% significance level.  
The coefficient of ETA is 0.1053 for ROE, which means that other factors being constant, ETA had a positive relationship with ROE at 5% significance level. The coefficient of SZ is 0.0023 for ROE, which means that SZ had a positive relationship with ROE at 5% significance level. The coefficient of AG is 0.1062 for ROE, which means that AG had a positive relationship with ROE at 5% significance level.
Table 4.13: Regression Results ROA
	Variable
	Coefficient
	Std. error
	Z
	Probability

	TDTA
	0.1715
	0.0694
	2.47
	0.015

	ETA
	0.0659
	0.0713
	0.93
	0.357

	SZ
	-0.0237
	0.0087
	-2.71
	0.008

	AG
	-0.0066
	0.0127
	-0.52
	0.606

	Cons
	0.1204
	0.1188
	1.01
	0.313


Number of observations = 147

F (5, 121) 
= 2.79

Probability > F
= 0.0200

Source: Financial statements data of sample banks computed using STATA version 14.0
Table 4.13 figures are computed at 5% significance level. Based on table 4.13, the following model was developed to determine the effect of capital structure on financial performance of commercial banks measured by ROA:
ROA= 0.1204+0.1715TDTA+0.0659ETA-0.0237SZ-0.0066AG
The P-values indicate the percentage at which the variables are significant.  R square indicates how well the regression model explains the variation of the dependent variables.  The R square value for ROA is 60.1%, which indicates that the dependent variables are well explained. The regression F-Statistic for ROA is 0.0200 with a p-value less than 0.05, and reveals that the regression coefficients should not be rejected. The explanatory variable coefficients for ROA start with a constant variable 0.1204 for, other factors being constant. 
The coefficient of TDTA is 0.1715 for ROA, which indicates that TDTA had a positive relationship with ROA at 5% significance level.  The coefficient of ETA is 0.0659 for ROA, which means that ETA had a positive relationship with ROE at 5% significance level. The coefficient of SZ is -0.0237 for ROA, which means that SZ had a negative relationship with ROA at 5% significance level. The coefficient of AG is -0.0066 for ROA, which means that AG has negative relationship with ROA at 5% significance level.
CHAPTER FIVE

DISCUSSION OF FINDINGS
5.1 
Chapter Overview

This chapter presents a discussion of findings from the preceding chapter. It is comprised of detailed discussion of the results of each explanatory variable and their effect on financial performance of commercial banks in Tanzania.  
5.2  
Effect of TDTA on ROA and ROE
Tables 4.12 and 4.13 present the results of regression models on the effect of TDTA on financial performance of commercial banks in Tanzania measured by ROE and ROA respectively, at 5% significant level. Two hypotheses were tested under TDTA as follows:
H1: TDTA had a significant negative effect on ROA
TDTA had a significant negative effect on ROA was the one of the hypothesis tested under TDTA. The hypothesis test result was against the expected result for ROA and it was rejected. The study findings established that TDTA had a significant positive effect on ROA (coefficient =0.1715). An interpretation of TDTA coefficient means that holding other factors constant, for every one Tanzanian shilling increase in the banks’ capital structure (TDTA), financial performance (ROA) of the banks’ increase by 17.15 cents. 
In other words, an increase in TDTA is associated with an increase in the banks’ financial performance. This result implies operational efficiency of commercial banks. The possible reason for this could be commercial banks’ debt financing in Tanzania is mainly composed of customer deposits that are relatively cheap (Swai, 2019). The result supports earlier findings by (Kipesha & Moshi, 2014) and (Mesfin, 2018), who observed a significant positive influence of TDTA on financial performance. In contrast, (Silvalingan & Kengatharan, 2018) and (Siddik et al., 2018) observed a negative effect for TDTA on ROA. 
H2: TDTA had a significant negative effect on ROE
The second null hypothesis tested was TDTA had a significant negative effect on financial performance of commercial banks in Tanzania measured by ROE.  The hypothesis test result was against the expected result and it was rejected. The study findings established that TDTA had an insignificant positive effect on financial performance of commercial banks measured by ROE (coefficient =0.5505).  An interpretation of the TDTA coefficient means that holding other factors constant for every one Tanzanian shilling increase in banks’ capital structure (TDTA), financial performance (ROE) of banks’ increase by 55.05 cents. In other words, an increase in TDTA is associated with an increase in the banks’ financial performance measured by ROE. This result implies operational efficiency of commercial banks in Tanzania.  The possible reason for the positive result is that commercial bank debt financing in Tanzania is mainly composed of customer deposits that are relatively cheap (Swai, 2019). This result supports earlier findings by (Kipesha & Moshi, 2014); (Mesfin, 2018); (Muhammed et al., 2015); and (Tariku, 2016). The result differs from other empirical studies done by (Mutua, 2016; Siddik et al., 2018; Silvalingan & Kengatharan, 2018), who observed a negative association for TDTA on ROE.
5.3 
Effect of ETA on ROA and ROE
Tables 4.12 and 4.13 display the results of regression models on the effect of ETA on financial performance of commercial banks in Tanzania measured by ROE and ROA respectively, at 5% significant level. Two hypotheses were tested under ETA as follows:
H3: ETA had a significant positive effect on ROA
ETA had a significant positive effect on ROA was one of the hypotheses tested under ETA. The hypothesis test result was in accordance with the expected result and it was not rejected.

(Coefficient = 0.0659). The interpretation of ETA coefficient means that holding other factors constant for every one Tanzanian shilling increase in banks’ capital structure (ETA), financial performance (ROA) of banks increase by 6.59 cents.  This result indicates operational efficiency of commercial banks in Tanzania. The result supports earlier findings reported by (Mutua, 2016); (Tuncay, 2019).
H4: ETA had a significant positive effect on ROE
The other hypothesis tested was ETA had a positive effect on financial performance of commercial banks in Tanzania measured by ROE. The hypothesis test result was in accordance with the expected result and it was not rejected (coefficient = 0.1053). An interpretation of ETA coefficient means that holding other factors constant for every one Tanzanian shilling increase in banks’ capital structure (ETA), financial performance (ROE) of banks increases by 10.53 cents. This result indicates operational efficiency of the commercial banks in Tanzania. The result supports earlier findings obtained by (Mutua, 2016); (Tuncay, 2019).
5.4
 Effect of SZ on ROA and ROE
As shown in tables 4.12 and 4.13, the regression models present the effect of the control variable SZ on financial performance of commercial banks in Tanzania measured by ROE and ROA respectively, at 5% significant level. 
Effect of SZ on ROA
In line with the results of Siddik et al., (2017) this study observed a negative association between SZ and financial performance measured by ROA (coefficient = -0.0237) while Silvalingan and Kengatharan (2018) observed no relation between the variables. The negative association between SZ and ROA suggests that holding other factors constant, for a 1% change in SZ decreases financial performance of the banks’ (ROE) by 2.37%. The result implies that commercial banks in Tanzania are not really efficient in utilizing their growth opportunity in their core business operations.  The possible reason for this may be due to poor application of economies of scale and increasing cost of funding that result in to higher operational costs (Hailu, 2015). The result was consistent with previous results (Mesfin, 2018).
Effect of SZ on ROE
In line with the results of (Mesfin, 2018) and Pastory (2013), this study observed a significant positive association between SZ and financial performance measured by ROE (coefficient = 0.0023). In contrast, Siddik et al., (2017) observed a negative association between SZ and ROE while Silvalingan and Kengatharan (2018) observed no relation between the variables. The positive association implies that holding other factors constant, for a 1% change in SZ increases financial performance (ROE) of the banks’ by 0.23%. This suggests an increase in SZ leads to operational efficiency of the banks’. The possible reason could be attributed by the fact that large banks have high growth opportunities, which makes them superior in the market compared to small banks. For example, larger banks use economies of scale and are diversified in terms of branch network that reduces risk.  Moreover, large banks tend to easily raise less expensive capital, which improves their financial performance (Hailu, 2015). 
5.5 
Effect of AG on ROA and ROE
As shown in tables 4.12 and 4.13, the regression models present the effect of the control variable AG on financial performance of commercial banks in Tanzania measured by ROE and ROA respectively, at 5% significant level. 
Effect of AG on ROA

The results of regression model indicate that AG had an insignificant negative relationship with ROA, at 5% significant level. The negative association between AG and ROA implies that holding other factors constant, for a 1% increase in AG result in to a decrease financial performance of commercial banks (ROA) by 0.66%. This result implies that commercial banks are not really efficient in utilizing their growth opportunity in their core business operations. The possible reason is that, increased assets may not be well employed to generate wealth that leads to deteriorating financial performance. This result was consistent with previous results (Mutua, 2016); Siddick et al (2017).
Effect of AG on ROE

The results of regression model indicate that AG had a significant positive relationship with ROE, at 5% significant level. The positive association between AG and ROE implies that holding other factors constant, for a 1% increase in AG result in to increases financial performance (ROE) of commercial banks in Tanzania by 10.62%. This implies operational efficiency of commercial banks in Tanzania. This result was consistent with previous results (Mutua, 2016; Siddick et al, 2017). 

CHAPTER SIX

CONCLUSION AND RECOMMENDATIONS
6.1
 Overview

The main goal of this study was to identify the effect of capital structure on financial performance of commercial banks in Tanzania.  The study sample comprised of all 34 licensed commercial banks in Tanzania over the period 2013 to 2019. The specific objectives of the study were to identify the effect of TDTA on ROA, determine the effect of TDTA on ROE, to examine the effect of ETA on ROA and to examine the effect of ETA on ROE.  The study also considered the effect of bank size and asset growth which were the controlled variables of the study. This chapter presents a summary of study findings, conclusion, relevant recommendations as well as suggestions for areas for further studies. The conclusion is well aligned to the study’s specific objectives.
6.2 
Summery of the Study Findings
This section briefly presents a summary of the study findings based on the specific objectives. It was found out that total debt to total assets ratio, equity to total assets ratio, bank size and assets growth have both negative and positive effects on financial performance of commercial banks in Tanzania. These results imply that the joint effects of capital structure affected the banks’ financial performance as summarized below.
6.2.1
Effect of TDTA on ROE & ROA of the Banks’ 
The specific objectives were built on the hypothesized statement that TDTA had a significant negative effect on ROE and ROA. The study findings rejected the null hypotheses and established that TDTA had a significant positive effect on ROA and an insignificant positive effect on ROE.  The positive association implies commercial banks are efficiency in utilizing debt capital in their core business activities.
6.2.2
 Effect of ETA on ROE and ROA of the Banks’ 
The specific objectives were built on the hypothesized statement that ETA had a significant positive effect on ROE and ROA. The study findings fail to reject the null hypothesis and established that ETA had a significant positive effect on ROA and ROE. The positive association implies commercial banks are efficiency in utilizing equity capital in their core business activities.
6.2.3
Effect of SZ on ROE and ROA of the Banks’
Bank size (SZ) was a controlled variable of the study. The results of regression models indicated that bank size had a positive effect with ROE and a negative effect with ROA. The negative association implies that commercial banks in Tanzania are inefficient in utilizing their growth opportunities. The bank management needs to come up with ways to properly manage their size in ways that drives positive financial performance of the banks.
6.2.4
Effect of AG on ROE and ROA of the Banks’
The findings from the study showed that AG had a negative effect with ROA and a positive effect with ROE, which implies that commercial banks can improve their financial performance by effectively monitoring their asset growth. The bank management needs to review their asset growth management strategies so that they may come up with ways that drives positive financial performance of the banks.
6.3 
Conclusion

Commercial banks in Tanzania are highly expanding hence demanding capital to enhance their growth in a way that improves their financial performance and promote economic development of the country. This is due to the fact that the growth of Tanzanian economy depends on financing from the banking sector. 
Based on the findings, this study concludes that capital structure affects financial performance of commercial banks and that capital structure remains a key driver for banks financial performance. The correct use of capital structure and compliance with banking regulations shall decrease the risks associated with banks’ failure that could result into an unstable monetary system. A stable monetary system leads to a smooth growth of economy and achievement of the Tanzania vision 2025 of sustainable growth of the economy.  Moreover, the correct application of capital structure results to adequate capital levels that enable commercial banks undertake viable investment opportunities and offer innovative products at lower costs that improves the banks financial performance. This enables the banks overcome stiff completion through cost effective mix of capital structure. With technological advancement and globalization, commercial banks are susceptible to financial crisis if they fail to employ adequate capital levels that absorb external shocks. Given appropriate mix of debt and equity capital that minimizes funding costs, commercial banks can overcome financial crisis.
6.4 
Recommendations
Effect of ETA on ROA and ROE of the Banks’
ETA had a positive effect on both ROA and ROE. Commercial banks are therefore advised to raise equity financing in order optimize financial performance by employing equity growth strategies such as raising the level of retained earnings, bonus issue and rights issue that enable commercial banks build additional equity capital to allow for more growth opportunities.  Besides, the policy maker, Bank of Tanzania, is recommended to consider raising the minimum core capital requirement for commercial banks. High equity levels not only drives positive financial performance of the banks but also provides a cushion against losses resulting from loan defaults as a result it protects the banks from the risk of insolvency. It is imperative that commercial banks management employ a robust strategy to grow their equity capital in line with the BOT regulatory requirements.
Effect of TDTA on ROA and ROE of the Banks’
TDTA had a positive effect on financial performance of commercial banks in Tanzania measured by ROA and ROE.  It is important that commercial banks management review their debt growth strategies by continuously taking in to account of market dynamics affecting capital structure to attain maximum financial performance. This includes effective appraisal and monitoring of debt levels and interest repayment strategies. Commercial banks can also mobilize customer deposits by leveraging technology like mobile banking and agency banking to facilitate customers’ access banking services which in turn increases debt financing in terms of customer deposits that are cheap funding source.
Effect of SZ on ROA and ROE of the Banks’
Bank size (SZ) had a positive effect on financial performance when measured in terms of ROE and a negative effect on financial performance when measured in terms of ROA.  Despite the fact that an increase in the size of the commercial banks leads economies of scale that improves banks financial performance, volatility of earnings and high operational costs resulting from increased bank size can negatively affect commercial banks financial performance. It is important that commercial bank management oversee their cost management approaches associated with increase bank size and growth in branch networks to improve the banks’ financial performance.
Effect of AG on ROA and ROE of the Banks’
Asset growth (AG) had a positive effect on financial performance when measured in terms of ROE and a negative effect on financial performance when measured in terms of ROA.  It is important for the banks management to focus on the level of assets that improves their financial performance. BOT as a regulator of banks in Tanzania, in addition to setting the minimum equity levels that must be maintained by banks; it could also establish a policy measure that directs the banks’ on managing their expansion, asset growth and include risk based supervision driven by technology.
6.5 
Limitations of the Study and Areas for Further Research
The findings of this study cannot be generalized to non-commercial banks operating in Tanzania, but future studies should focus on assessing the overall performance of banks and other business sectors. A single model is not sufficient enough in measuring a firm’s financial performance. The present study used fixed and random effects regression models to analyze the financial data of the banks. It is therefore advised that future studies should consider using other data analysis models such as log-linear regression models or the exponential generalized least square approach to find out if they can arrive to the same conclusion.
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APPENDICES
Appendix I: Questionnaire
Dear respondents,
I am a student from the Open University of Tanzania, pursuing Master Degree in Business Administration (Finance).  The aim of this questionnaire is to identify the effects of capital structure on financial performance of commercial banks in Tanzania.  Your kind response will significantly contribute towards accomplishment of my research.  Please respond to the questions below by filling out the necessary information in the blanks spaces provided.  I assure you that all the information will be kept with high degree of confidentiality.

1. What is the name of your bank? ____________________________________
2. When was the bank registered with BOT? ____________________________
3. Is the bank financed by both equity and debt capital? Please tick the correct answer    (a)    Yes  (       ) 

b) No (

)

4. If yes in question 3 above, please proceed to the next questions:

4.1 What is the amount of equity capital of the bank for the years listed below:

2013---------------------------------------------------------------

2014---------------------------------------------------------------

2015---------------------------------------------------------------

2016---------------------------------------------------------------

2017​---------------------------------------------------------------

2018---------------------------------------------------------------

2019---------------------------------------------------------------

4.2 What is the amount of total assets of the bank for the years listed below:

2013---------------------------------------------------------------

2014---------------------------------------------------------------

2015---------------------------------------------------------------

2016---------------------------------------------------------------

2017​---------------------------------------------------------------

2018---------------------------------------------------------------

2019---------------------------------------------------------------

4.3 What is the amount of total debt of the bank for the years listed below:

2013---------------------------------------------------------------

2014---------------------------------------------------------------

2015---------------------------------------------------------------

2016---------------------------------------------------------------

2017​---------------------------------------------------------------

2018----------------------------------------------------------------

2019---------------------------------------------------------------

4.4 What is the amount of profit after tax of the bank for the years listed below:

2013---------------------------------------------------------------

2014---------------------------------------------------------------

2015---------------------------------------------------------------

2016---------------------------------------------------------------

2017​---------------------------------------------------------------

2018----------------------------------------------------------------

2019---------------------------------------------------------------
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