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ABSTRACT

The study aimed to develop a structural model of psychological limiting factors for economic growth in Tanzania. Specifically, the study determined the psychological demographic characteristics, environmental factors, human behavioural factors, and economic factors those influence economic growth in Kagera and Mwanza. The cross-sectional survey research design was used. Data were collected by using a structured questionnaire that from a sample of 211 individuals in the Mwanza and Kagera regions in Tanzania. The multistage random sampling was used to sample districts of Nyamagana and Misungwi (Mwanza) and Muleba and Bukoba (Kagera). The data were linearly analysed by the analysis-weighted automatic linear modelling (AW-ALM), weighted least squares (WLS) stepwise regression, and partial least square–structural equation modelling (PLS-SEM). The finding results indicate that psychological demographic characteristics (Demo), psychological human behavioural factors (Hube), psychological economic factors (Ecofa) have a significant positive impact on economic growth positively. The psychological environmental factors (Envi) were found to have a U-shaped impact on economic growth. The study concluded that the economic growth in any production system is directly proportional to the psychological limiting factors of an individual (PSY). The general recommendation of this study is the adoption of psychological factors (non-economic variables) in economic planning. 

Keywords: Structural Modelling, Psychological Well-Being, Economic Growth, Subjective Well-Being.
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CHAPTER ONE

INTRODUCTION

1.1 Background Information

Economic growth is an increase in the total output of a nation over time; it is measured by the Gross Domestic Products (GDP) (Samuelson and Nordhaus, 2009). According to Jhingan (2007) GDP is defined as the total value of goods and services produced within the country during a year. The Gross Domestic Product can be measured by income, production, or expenditure methods.  Different variables are used to determine economic growth.  
The need to answer the investigative economic questions such as why people sometimes make irrational decisions, and why and how their behaviour does not follow the predictions of economic models has been interested in behavioural economics studies.  The generation question has drawn interest and concern is why individual decided to go for choice A instead of B or vice versa? This question has been drawn the attention of both economists and psychologists and challenged the economic planners. This question has relevant predictive or planning information. 

In the neo-classical economy, Menger (1871) used the concept of utility satisfaction to explain this phenomenon that, the value of the object is not derived from its object material but is judged by individuals. Moreover, the individual makes a choice if such choice satisfies his/her utility. Therefore, better economic planning or prediction model should the involving of the non-economic variable that determines the utility of the individual is inevitable. Therefore, this study was motivated to consider the non-economic variables in establishing the predictive economic models in Tanzania. 

Globally, some studies explained the importance of the non-economic variables such as intrinsic motivation and others. Diener and Seligman (2004) suggested that the socio-economic and political measures of GDP have seriously failed to provide a full account of policy decisions at the organizational, corporate, and governmental levels. They emphasised that economic growth is heavily influenced by issues related to well-being as people’s evaluations and feelings about their lives. That is, whilst GDP and other similar measures reflect the value of goods and services provided through the market, they exclude many others that are not provided through the market but that nevertheless contribute to overall welfare. They exclude variables such as psychological factors (e.g., personal traits, values, etc.) which are not accounted for the economic principle of demand and supply. 
 According to Baro and Sala-i- Martin (2004) mentioned some of the non-economic variables as fertility rate, life expectance, education attainment, consumption ratio, inflation rate, international openness, terms of trade, investment ratio, and real gross domestic investment ratio to real GDP. Moreover, Diener and Seligman (2004) supported the involving of psychological factors in economic modelling. Psychological characteristics limiting factors (e.g. personality traits, values, cognition, etc.) are distributed unevenly across countries in the world (Jokela, Bleidorn, Lamb, ..., Rentfrow,  2015; Rentfrow, Gosling and  Potter, 2008; Talhelm, Zhang, Oishi, ..., Kitayama, 2014). However, the “real world” correlates of such macro-psychological factors are still largely unexplored. Recent evidence indicates that a macro-psychological perspective can inform models of risk and protective factors concerning regional health indicators (Eichstaedt, Schwartz, Kern,..., Seligman, 2015). 
The context of regional economic resilience, macro-psychological correlates of regions’ economic performance during a major crisis, the Great Recession of 2008-2009, which was the worst economic collapse since the Great Depression (Hausman and Johnston, 2014). Such crises pose substantial threats to the prosperity of regions by triggering a massive, instant slowdown of local economies (Krugman, 2009; Stiglitz, 2010), with long-term consequences for the economic trajectories of regions and the prosperity of the people living there (Elder, 1998). Therefore, psychological limiting factors are an important step in establishing economic predictive models, which can both guide policy and inform models of the psychological mechanisms underlying economic behaviour.

The need to establish non-economic variables is supported by the existence of economic problems such as unpredictability, unevenness, and unreliability growth, although Tanzania has been implementing various global, regional, and national economic plans. Moreover, the economy of Tanzania is still challenged by the structural imbalance and modest growth (Masenya, Reweta, Magere....and Macha, 2018).  Some regions in a country are characterised with the lowest regional GDP per capita, for example, Singida, Kigoma, Kagera, Dodoma, Tabora, and Mara (Table 1.1). 

Meanwhile, regions such as Dar es Salaam, Mbeya, Iringa, Njombe, and Arusha have experienced the highest economic growth in the country (Table 1.1). Puzzlingly, regions such as Kagera and Mwanza are highly different in economic growth, although they almost share a lot of economic opportunities. For example, they share Lake Victoria in a large proportion and have a close inter-regional trade (URT, 2019c). Still yet, the Kagera region has the least economic growth in the lake zone. Its GDP per capita is 41 percent below the average national GDP per capita as recorded in 2018 (URT, 2019b). Contrary, a neighbour Mwanza region which has a direct trade connection, its economy grows at 0.04 percent above the national GDP per capita as recorded in 2018 (URT, 2019b). 

The Kagera region is expected to be the region that performs better in the economy than the Mwanza region, but realistically, the region is not performing well as expected.  According to Kagera Regional Investment Guide, the Kagera region has many economic opportunities. For example, it has a reliable electric supply from Uganda, bordering Kenya, Uganda, Burundi, and Rwanda that increases the opportunity for cross-border trades (URT, 2019c). Moreover, the region has set aside more than 26,954 hectares of land for investment, and more than 315 hectares have been set aside for establishing industries in the region (URT, 2019c). 

On the other side, the Kagera region covers a large part of Lake Victoria (10,017 square kilometres) on which sizeable fishing activities are carried out, and increase job creation. Even though the Kagera region has these economic opportunities its economic growth was poorly recorded as -0.5 percent in 2017 and -0.3 percent in 2018 (URT, 2019b). This implicates that only economic variables do not account for economic growth.

1.1.1 Economic Profile and Strategy 

The Tanzania Development Vision 2025, hereafter TDV 2025 visualises sustainable peace conditions, stability, and national unity, high-quality livelihoods, through economic growth (URT, 2000). Moreover, the National Five Year Development Plan (FYDP I & II) that are a strategic-operational tool for improving economic growth and human development through improving industries. They were merged from the National Strategy for Growth and Reduction of Poverty II (NSGRP II), and some of the indicators of Sustainable Development Goals (SDGs) (URT, 2018). All these economic plans have shown historical unsatisfactory outcomes on improving economic growth.  In 2018, the GDP grew at 7.0 percent; the average GDP growth rate from the years 2013 to 2018 was 6.7 percent (URT, 2019b).

The highest and lowest growth rates of 7.0 percent and 6.2 percent were recorded for the years 2018 and 2015 respectively (URT, 2019b). The exports of goods and services are dropped by 1.07 percent from TZS billion 17,993.3 in 2017 to TZS billion 17,799.5 in 2018 (URT, 2019a). Uninterestingly, the imports of goods and services are increased by 10.8 percent from TZS billion 20,320.7 in 2017 to in 2018 recorded TZS billion 22,522.2 (URT, 2019b), it threats the industrial growth.  In addition, the economic sector growth in industry and construction drop by 1.3 percentage points from 10.3 percent in 2017 to 9.3 percent in the year 2018. These are some of the key economic indicators presented.

Table 1.1 shows the GDP per capita of some of the selected regions in Tanzania. The table profiles the existence of economic growth unevenness. For example, the regional GDP per capita of Dar es Salaam is 3.2 times that of the Kagera region in 2018.

 Table 1.1: Economic Growth Indicators for the Selected Regions in Tanzania 

	 Economic Growth  Indicators
	Mean Dev. GDP
	Ann. (Av) Growth )GDP
	National

GDP Share

	Regional   GDP per Capita   (TZS)
	
	
	

	Year 
	2013
	2014
	2015
	2016
	2017
	2018
	Ratio
	%
	%

	Singida
	958075
	1064573
	1154758
	1331220
	1415814
	1500190
	-0.42
	9.5
	1.6

	Kigoma
	968457
	1065816
	1195536
	1341288
	1315641
	1384819
	-0.41
	8.7
	2.9

	Kagera
	987234
	1083855
	1115369
	1363363
	1356811
	1353277
	-0.41
	7.9
	3.9

	Tabora
	1215178
	1336376
	1431893
	1596427
	1587601
	1667808
	-0.28
	7.0
	3.8

	Dodoma
	1040885
	1156287
	1232661
	1396901
	1438589
	1520720
	-0.37
	6.0
	3.0

	Mwanza
	1693112
	1862355
	2079103
	2400318
	2406177
	2510138
	0.04
	9.7
	9.5

	Mara
	1504595
	1655277
	1842792
	2066172
	2042107
	2137826
	-0.09
	8.5
	3.7

	D’Salaam
	2732836
	2909594
	3138377
	3369642
	4096858
	4348990
	0.65
	10.4
	17.2

	Mbeya 
	1950609
	2150388
	2882915
	3233353
	3322819
	3506101
	0.36
	13.4
	6.4

	Iringa
	2280336
	2558217
	2951508
	3113834
	3162357
	3360551
	0.40
	9.3
	4.5

	Tanzania
	1628955 
	1793387 
	1990492 
	2225099
	2327395 
	2458496 
	1.00
	9.7
	100


Source: (URT, 2019a).

1.2 Statement of the Problem 

Despite the endless efforts on strengthening the economic growth in Tanzania, the economy is still unpredictable, unreliably, and unevenly growing. The growth was averaged at 6.3 percent per annum for more than 10 years in 2018 (World Bank, 2019; URT, 2019b). This growth was not optimal, it was modest. Uninterestingly, Kagera is one of the regions in the Lake zone that its economy getting the worst in the Lake Victoria zone (URT, 2019b). Practically, Kagera and its neighbours regions share a lot of economic opportunities. For example, Kagera and Mwanza regions share inter-regional trade and Lake Victoria-based economic opportunities. 
The Kagera region is more advantaged to cross-border trades with Kenya, Uganda, Rwanda, and Burundi (URT, 2019c). It is still unknown why the economy of the Kagera region getting worse whiles the economy of the Mwanza region is getting better. The regional GDP per capita of the Kagera region is 41 percent less than the national GDP per capita while that of Mwanza is 0.04 percent above the national GDP per capita as recorded in 2018 (URT, 2019c). 

Relying on these facts, it is undoubtedly that the economy of the Kagera region is limited by other factors beyond economic opportunities, which are still unknown. Reasonably, this study examined and modelled the psychological limiting factors that determine the economic growth in Kagera and Mwanza regions. 

1.3 Research Objectives

1.3.1 General Research Objective  

The general objective of the study is to examine and model the psychological limiting factors that determine the economic growth in Tanzania.  

1.3.2 Specific Research Objectives

i. To examine and model  the psychological demographic characteristics that determine   the economic growth in Mwanza and Kagera regions

ii. To examine and model  the psychological environmental factors that determine the economic growth in Mwanza and Kagera regions   

iii. To examine and model the psychological human behavioural factors that  determine  the economic growth in Mwanza and Kagera regions 

iv. To determine the psychological economic factors that influence economic growth in Mwanza and Kagera regions.  

1.4 Research Specific Hypotheses 

The following alternative hypotheses will be guided this study-
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 The psychological demographic characteristics determine the economic growth in Mwanza and Kagera regions.   
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 The psychological environmental factors determine the economic growth in Mwanza and Kagera regions. 
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 The psychological human behavioural factors determine the economic growth in Mwanza and Kagera regions.  

H1,4  The psychological economic factors determine the economic growth in Mwanza and Kagera regions.

1.5 Scope of the Study

This study was aimed to examine and modelling the psychological limiting factors that determine the economic growth in Mwanza and Kagera regions in Tanzania. The cross-sectional data sampled from Mwanza and Kagera regions were used in the study. Several factors prompted selections of this area of study. The research areas selected for the study have considered the economic survey corridor established by economic profile and strategy for economic growth indicators for the selected regions in Tanzania (URT, 2019a).  
This study was conducted in the Mwanza region and Kagera region which all are located at the Lake zone corridor of Tanzania. The study covered the theories of neo-classical economics, Eudaimonic and Hedonic theory of well-being.  The study was limited on the collection of primary by the time and cost factors. However, the study reduced the sample of the primary data to get the representative data from only two (2) regions to overcome the potential limitations.

1.6 Significance of the Study

The study is highly demanded not only in a country but also in the continent and at the global level. The study provided empirical-based guidelines/evidence on how to achieve effective outcomes on the economic action plans that originated from TDV 2025, Agenda 2063 of Africa we want, and Agenda 2030 for Sustainable Development Goals (SDGs).  Specifically, this study has several contributions to both economic and non-economic institutions such as the Ministry of finance and planning, the ministry of educational and vocational training, and others. Moreover, its contribution covers non-governmental organizations (NGOs), public parastatals organizations, financial markets, industrial and manufacturing, agriculture sector, and others as they provide a generic psychological motivation model for economic growth or work performance of an individual. Hence, it is relevant in the corporate and firm’s objectives achievements. 

1.7 Organization of the Thesis 

This thesis is organized as follows: chapter one includes background information, statement of the problem, research objectives, research specific hypotheses, scope of the study, the significance of the study, and organization of the thesis. The second chapter presents the definition of key terms, review of theories and model used in the study, synthesis of theoretical perspective and summary of theories used, review of empirical studies, research gap, conceptual framework, theoretical framework, and summary. 
Presentation of the research methodology in chapter three including the overview, rationale of the research approach, research philosophy, research strategy, research design, research techniques and sampling design, measurements of the model constructs, data analysis and interpretation, theoretical model of the study, empirical model of the study, estimation strategies of the empirical models, validity and reliability of data, data accuracy and descriptive analysis, ethical consideration.  
The fourth chapter covers the overview, demographic and other related information, descriptive statistics, evaluation of outer measurement models, evaluation of inner measurement models, modelling of psychological limiting factors on economic growth, tests of hypotheses of the study, post examination of the findings (ex post facto analysis), and discussion of the findings Finally, the fifth  chapter incorporates the overview, conclusion, recommendations, contributions of the Study, policy implications, areas for future research, and references.
CHAPTER TWO

LITERATURE REVIEW

2.1 Definition of Key Terms 

2.1.1 Structural Modelling 

Structural modelling is a methodology for identifying and summarizing relationships among specific elements, which define an issue or a problem and provide a means by which order can be imposed on the complexity of such elements (Hughes, Rana, and Dwivedi, 2020). This study applied the structural equation modelling (SEM) and probit model. SEM is a methodology for representing, estimating, and testing a network of relationships between measured variables and latent constructs (Hughes et al. 2020). 
Moreover, the probit model is a model that described maximum dichotomous outcomes chances for a given predictor (Li, Poskitt, and Zhao, 2017). In this study probit, regression/model was used to estimate the maximum likelihood (chances) of economic growth to be high for a given occurrence of the psychological factor for an individual. In addition, the neural networking analysis was used to establish the architectural structure of the psychological limiting factors for economic growth. 

2.1.2 Psychological Limiting Factors   

The psychological limiting factors are unobservable non-economic characteristics or variables/predictors that capture the psychological characteristics and subjective well-being of an individual and limit economic growth (Kennedy, 2020). In this study, the factors composed the psychological well-being (mental functioning capacity) and subjective well-being (judgement/outcome). Distinguishingly, psychological well-being was measured by the human behaviour scale which examined the mental capacity of an individual by evaluating the lifestyle, motivation, and metacognition of an individual (Takagishi, 2020). On the other hand, subjective well-being was measured by “perceived outcome”/judgement on economic, environmental, and demographic characteristics /factors, which in totality contribute to the happiness and life satisfaction of an individual (Kennedy, 2020; Ed Diener, 1989; Eiroa-Orosa, 2020).

2.1.3 Economic Growth    

The concept of economic growth started in the earlier ancient philosophers in the 17th century such as Smith in the wealth of nations. Economic growth is defined by Samuelson and Nordhaus (2009) as an increase in the total output of a nation over time; it is measured by the Gross Domestic Products (GDP).  According to Tomizawa, Zhao, Bassellier, and Ahlstrom (2020), economic growth is a capital accumulation of various types. Kuznets (1941) developed the estimates of the national income, now called gross domestic product (GDP). Kuznets(1952) established the main components of the national income (GDP) which included the consumption, investment, government spending, and net export (that is, exportation minus importation values), and sub-components such as durable goods consumption and inventory investment (Pressman, 2016).

Kuznets excluded goods and services that were marketed and sold from the GDP estimation. Likewise, all illegal economic activities such as prostitution and drug dealing were also excluded in the GDP estimation. In addition, Kuznets was careful to distinguish final goods from intermediate goods to avoid the problem of double counting (Pressman, 2016). In general, GDP is simply the sum of the value added by every firm and individual in the economy over a specific period, usually quarterly or a year (Pressman, 2016). 
According, to Perez, Ortega, and Diaz (2019) defined economic growth is a function of the interaction between the different productive factors framed in the economic policy of an economy.  In economic theory, the concept of economic growth implies an annual increase of material production expressed in value, the rate of growth of GDP, or national income (Cassel, 1903). Hence to maximise economic growth means to increase the GDP per capita.  This study adopted the definition of Jhingan (2007) that economic growth is the total values of products and services produced within a country and its GDP is measured in income, production, or consumption methods. 

2.2 Review of Theories and Models Used in the Study

Psychological limiting factors can be explained in either Eudaimonic (psychological well-being) or hedonic (subjective well-being). Under the theory of Eudaimonic theory of well-being psychological well-being refers more to aspects of human development and existential internal motivation and behaviour impact on investment and economic growth. On the other hand, the Hedonic theory determines the psychological limiting factors. Another way to determine psychological limiting factors is using the neo-classical economic theory which explains the concept of the methodology of individualism. Therefore, the Eudaimonic, hedonic, and neo-classical economic theories have guided this study.  

2.2.1 Neo-Classical Theories of Economic Growth 

In the 19th to 20th century, a group of economists who revised the classical economic theories/principles emerged. This group was championed by Alfred Marshall (1842 -1924) and Leon Walras (1834 -1910) who were known as the founders of neo-classical economics (Pressman, 2016). Marshall is greatly contributed to the development of microeconomic theory. Studied the individual markets by using demand and supply analysis, hence developing the demand and supply laws (Marshall, 1890; 1879). On the other hand, Walras discovered the marginal utility and emphasised methodological individualism, which is believed that all explanations of economic phenomena should be based upon individual acts of choice (Pressman, 2016). 
Other contributions to neo-classical economics are Carl Menger (1840-1921) and William Stanley Jevons (1835-1882). Contrary to classical economists, Menger detailed more the issue of methodological individualism, as argued that a value was determined by subjective/psychological factors (utility or the beliefs of people about what gives them pleasures) rather than by objective factors (the cost of production) (Menger, 1871). Clearly, the value did not exist objectively within goods themselves; rather values arise because people make judgements about the worth of particular goods. Therefore, human desire creates a demand for goods. Moreover, human desire is a driving force for devising institutions, such as private property and money that help people satisfy their desire (Menger, 1934-36). 
Consequently, human desire result in economic exchange and help to determine prices. Because human desires are greater than could be satisfied by the available goods, people would choose rationally among all alternative goods made available to them (Pressman, 2016). Menger suggested that all activities that yield subjective satisfaction are productive (Menger, 1934-36). Contrary to classical economists, Menger claimed that trade was productive because people would not trade unless they felt the goods that they received would give them more utility than the goods they give up. Since value comes from the individual, the economic analysis must begin by studying the individual, this methodological individualism. Moreover, the economic principles are derived from assumed characteristics of people and markets. 

Another prominent neo-economist is William Stanley Jevons (1835 -1882) who argued that consumers will buy the goods that provide them with the greatest satisfaction. He advanced the marginal utility theory and modern theory of consumer behaviour, linking the total and marginal utility (Jevons, 1871). Jevons argued differently to classical on the theory of values, classical economists argued that values are determined by the cost of production and scarcity but Jevons argued that the relative prices depend upon subjective assessment by people of the satisfaction to be gained from purchasing different sources (Pressman, 2016).
In summary, the neo-classical economics theory has two central methodological features, which are methodological individualism that emphasises on interest and motive of individual choices, and instrumentally rationality choice which an individual chooses the best alternative optional utility (Cassel, 1903; Miyamura, 2020). The theory is an economic theory that outlines how a steady economic growth rate can be accomplished with the proper amounts of the three driving forces, which are labour, capital, and technology. This theory models objective human behaviour in the assumption that a self-interested individual’s choices maximise his/her utility (Gastil, 1961). Explicitly, objective human behaviour describes the way on how an individual makes choices; it is explained determined by the motivation, lifestyle, and metacognition of the individual (Gastil, 1961; Louca, 2003; Livingston, 2003).
Most criticism points out that neoclassical economics makes many unfounded and unrealistic assumptions that do not represent real situations. For example, the assumption that all parties will behave rationally overlooks the fact that human nature is vulnerable to other forces, which can cause people to make irrational choices. Therefore, many critics believe that this approach cannot be used to describe actual economies. Neoclassical economics is also sometimes blamed for inequalities in global debt and trade relations because the theory holds that such matters as labour rights will improve naturally, as a result of economic conditions. Moreover, the theory criticised that ignores the cognitive limitation in calculating benefits and cost of choices (Miyamura, 2020; Simon, 1979). 
Behavioural economics asserts that decision-making may not be optimal due to a restriction in the ability to process information, because people tend to act intuitively (Simon, 1979). Therefore, the best option is the bounded rationality approach which accounts for human behaviour (psychological well-being) and is bounded by demographic characteristics, environmental and economic factors as this study was contributed to fill this theoretical gap.   

2.2.2 Eudaimonic Theory of Well-Being 

The eudaimonic theory originated from the early work of Aristotle on Nichomachean ethics that explained the eudaimonia as an activity expressing virtue, that is, an objectivist theory of happiness (Heintzelman, 2018). Philosophically, Aristotle’s eudaimonia refers to that which is worth pursuing in life—an objective standard of goodness (Huta and Waterman, 2014) as cited by Heintzelman, (2018). Recently, Ryff (1989) developed Aristotle’s concept into psychological well-being theory by merging the well-known theories of developmental, clinical, existential, and humanistic psychology. The theory states that the psychological well-being (PWB) of an individual is determined by six factors which are self-acceptance, positive relations with others, autonomy, environmental mastery, purpose in life, and personal growth (Ryff, 1989, 2014). 
This theory is criticized that, it lacks concise conceptual and operational definitions and, that the existing definitions and measurement strategies fail to fully capture the concept of eudaimonia forwarded by Aristotle (Kashdan and Biswas-Diener, 2014), cited by Heintzelman (2018). Moreover, some studies assert that Eudaimonia is egoistic as focuses on personal flourishing which can be harmful to others. In addition, Eudamonist is extremely seeking their own interest –individualism and psychological selection(Huta, Pelletier, Baxter, and Thompson, 2012). In responding to this theoretical gap, this study uses Aristotle’s eudaimonia philosophy of worth pursuing in life, which emphases on a good friend or positive relationship with others, hence reducing egoism but increasing the selfish motive (Huta et al. 2012). 
Therefore, as Eudamonic theory is determined by personal growth, virtue, and excellence, authenticity, and autonomy, these personal attributes can be explained in subjective human behaviour. Therefore, the level of metacognitive capacity of an individual, lifestyle which describes the individualism behaviour, and intrinsic motivation (self-esteem and self-actualisation) are fundamental variables that explain the theory (Huta, et al., 2012; Kaczmarek, 2017).  

2.2.3 Hedonic Theory of Well-Being 

The hedonic theory is developed from the early philosophical taught of Greet philosopher, Aristippus in 4th Century, B.C, who related goal of life is to experience pleasure, and that happiness is the totality of one’s hedonic moments (Kinnunen  Puolakanaho, Mäkikangas,... and Lappalainen, 2020; Heintzelman, 2018). The theory is championed by Diener (1984) who define happiness as subjective well-being (SWB). The theory dimensioned happiness in three pillars, which are life satisfaction, the presence of positive mood (happy, joyful, fun, etc., and the absence of negative mood (sadness, depressions, stress, etc.). 

The theory assumes that the positive SWB is subjected to positive perceived outcome/judgments of an individual on external forces of economic factors such as the price of the commodity, weather condition, and fashion industry; demographics factors such as age, marital status, household size and education; and other factors such as environmental policies, regulation, and social awareness programmes (Kennedy, 2020; Diener, 1984). Basically, the theory aimed to seek personal enjoyment, pleasure, and comfort from any source of enjoyment (Huta, et al., 2012). The common source of enjoyment in the source is marital status, economic position, education level, environmental support, and other social and economic factors (Huta et al. 2012). The theory is criticised that hedonism logically cannot be a rival to eudaimonism on its level (Keynes and Annas, 2009) as cited by Heintzelman (2018), that is why this study fills this weakness /theoretical gap by applying both eudaimonism and hedonism approaches. 

2.2.4 Solow- Swan (1956) Model of Economic Growth 

The Solow –Swan growth model is a neo-classical economic growth model which was independently developed by Solow (1956) and Swan (1956).  Solow (1956) accepted all the Harrod-Domar Model’s assumptions except that of fixed proportion.  Moreover, neo-classical and Keynesian assumptions of relations and rigidities are relaxed in Solow’s (1956) model. A Solow (1956) long-run growth model assumes that the rate of production of a single community Y at time t, Y(t) and the instant’s output yi(t) is consumed and the rest is saved and invested (Solow, 1956). 
 The function of output saved is a constant s, so that the rate of saving is sY(t). The community stock of capital K (t) takes the form of the accumulation of composite community. Therefore, net investment is just the rate of increases of capital stock dK/dt. That is, at every instant of time the net investment is dK/dt = sY. The output is produced with the help of two factors of production, which are capital and labour, whose rate of input is L (t). The technological possibility is represented by a production function.
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In this function, Y is assumed to be net output and homogenous of the first degree and there is no scarcity of land. Hence, the production shows a constant return to scale.  In Swan (1956) model, the commonness of Smith, Mill, and Lewis is addressed in the perspective of connexion between capital accumulation and the growth of the productive labour force. In the first instance, capital and labour are only factors of production, and annual output Y depends on the stock of capital K, and labour force N. According to the constant elasticity production function, 
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 the annual addition to capital stock is the amount saved sY, where s is a given ratio of saving to output (or income). Therefore, the annual relative rate of growth of capital is sY/K, the symbol y and n stand for the annual relative rates of growth of output and labour respectively. Therefore, the production function implies the basic formula for the rate of growth of output is
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In general, Solow (1956) and Swan (1956) created a Solow-Swan (1956) growth model that assumed that the key factors of production are capital and labour, and technical progress. Moreover, the model assumed saving ratio is constant, and saving equals investment, capital depreciated at constant rate d, and population grows at a constant rate (n). The general production function in the Solow-Swan model is Y = F (K, L), under the assumption that technological progress is unchanged. 
The condition of constant returns to scale implies that the labour is a fixed input, that is, the production   Y = F (K, L) is divided by L. The function becomes,
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 is the capital –labour ratio, and the function f(k) = f (k, 1). Thus the production function is expressed as y = f(k).  In the Solow-Swan model, saving is a constant fraction, s of income. So saving per worker is sy of sf(k), since income equals to output, sy =sf(k). Related to the two assumptions of Solow (1956) and Swan (1956), both models explained the same concept, that the fundamental factors of production are labour and capital. This model is relevant to this study, as considers labour as the fundamental factor of production, which is different from other empirical models. This model was applied by this study.

2.3 Synthesis of Theoretical Perspective and Summary of Theories Used

From the general theoretical background, the study established an econometric model which integrates or merged from the Solow-Swan (1956), neo-classical economic theory, eudemonic and hedonic theories of the well-being of individuals.  From the Solow-Swan model (1956), a researcher introduces the psychological limiting factors as the mediating factors. The technology was determined exogenously.   Therefore, the general developed econometric model is, 
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GDP = [PSY (L), PSY (K)] Where PSY = Psychological limiting factors as influence the fundamental factor of production. PSY (L) and PSY (K) are psychologically controlled or mediated factors of production (labour, capital) respectively.  

Clearly, PSY (L) means that labour quality or productivity efficiency of labour is subjected to psychological limiting factors as defined by neo-classical economic, Eudaimonic, and hedonic theories. That is, the economic decisions of an individual are subjected to his/her level of psychological well-being. The PSY (K) means a psychological impression or control of a producer on capital decision/budgeting (capital resourcing). In this case, an individual can avoid the risky source of capital (risk aversely) or can take the risky source of capital (risk taker). 
In general, PSY (L) signifies the psychological well-being (judging capacity/ability) of an individual (Eudaimonic and neo-classical economic theories), and PSY (K) signifies the subjective well-being of producers (judging outcomes), which determine the level of happiness of individuals on a particular economic engagement. In this econometric model, the production system is optimally determined by both economic variables (capital and labours) and non–economic variables (psychological and subjective-well beings). Furthermore, the summary of the theories and their implications to this study was established in a summarised tabulation form (Table 2.1).
Table 2.1: Summary of Theories and Their Implications on the Study

	Name of the Theory/model
	The implication of this study

	Solow- Swan (1956) model of economic growth 

Y = F (K, L), under the assumption that technological progress is unchanged. 

The condition of constant returns to scale implies that the labour is a fixed input, that is, the production   Y = F (K, L) is divided by L. 
	The model used as a basis or foundation of the newly developed model explained that the fundamental factors of production are labour and capital. This model is relevant to this study, as consider t labour as the fundamental factor of production;
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 is the capital –labour ratio, and the function f (k) = f (k, 1).

	Hedonic  theory of  well-being 
	The theory usage is associated with the bounded rationality approach that accounts for subjective well-being bounded by demographic characteristics, environmental and economic factors. This theory supplements the neo-classical economic theory and eudemonic which are based on a self-interest rational approach.


	Neo-classical theories 
	The study embodied in this theory may play an important role in the usage of such technology, hence the individual will achieve their utilities due to usage pattern that human behaviour in the assumption that self-interested individual’s choice maximises his/her utility. However, the theory was supplemented by the hedonic theory of well-being to overcome the limitation of self-interest rational choices.

	Eudaimonic theory of well-being 
	The theory is determined by six factors which are self-acceptance, positive relations with others, autonomy, environmental mastery, purpose in life, and personal growth (Ryff, 1989, 2014). The study merges all six factors into dimensional factors of human behaviour with sub-dimensional factors of lifestyle, metacognition, and motivation.  This theory leads to other factors of individuals such as subjective-well being which are bounding factors for individual life.


Source: Developed from the theories/models reviewed (2021).

2.4 Review of Empirical Studies

The empirical review of this study covered the past empirical studies at the global level, African studies, and Tanzanian studies that addressed the issues of economic growth and psychological limiting factors. 
2.4.1 Global Studies 

The studies on individual psychological limiting factors empirically described the studies on the effect of objective human behaviour, demographic transition, economic and environmental protection determinants. The objective human behaviours determinants which are broadly motivation, lifestyle, and metacognition of the individual are a construct of psychological well-being. On the other hand, the psychological affect of demographic transition involves the change in age structure, marital status, education level, household size, family income level, and other demographic characteristics are describe the subjective well-being of the individuals. Moreover, the effect of economic change variables such as price, weather condition, and fashion of product would amount to the level of subjective well-being of an individual. Furthermore, and environmental protection instruments such as policies, regulations, sustainability, and social awareness have described the well-being of the individual in the society.  

A recent study by Yang, Zheng, and Zhao (2021) examined the impact of the aging problem, used the two-stage least square method (TSLS) method, cross-country panel data 2000-2016 from 198 countries. They found that aging is associated with a psychological effect that endangers economic growth. As the people became more aged, reduces the production ability, and reduces the motivation to save, hence reducing the national saving rate. They are supported by Mester (2017) and Vlandas, McArthur, and Ganslmeier (2021) who contended that demographic factors such as age and education have influenced the supply of labour. They concluded that the age distribution of workers can affect not only labour force growth and participation but also the long-run natural rate of employment.

Specifically, Mester (2017) used a systematic review to examine both psychological and non-psychological impact of the age structure education level, gender, and the number of family members and found that there is a positive influence of education and gender on economic growth and negative influence of aging and number of family members as they found to affect the saving and investment rates. He concluded that demographic change can influence the underlying growth rate of the economy, structural productivity growth, living standards, savings rates, consumption, and investment. Therefore, it can influence the long-run unemployment rate and equilibrium interest rate, housing market trends, and the demand for financial assets. Moreover, differences in demographic trends across countries can be expected to influence current account balances and exchange rates.
One of the major weaknesses in the studies of Mester (2017) Vlandas et al. (2021)   and Yang et al. (2021) is that they are limited on only fewer demographic characteristics particularly age and education, which does not describe or capture the full demographic characteristics, hence lacks it conclusively powers of generalization. They excluded very important demographic characteristics such as marital status, income source of the individual, gender, and household size (number of family members) which have significant influences on psychological well-being and economic growth. Therefore, this study incorporated more demographic characteristics to enrich the finding and conclusions on the demographic impact on economic growth.
On the other side, the economic impact of subjective human behaviour such as intrinsic motivation, lifestyle, and metacognition were empirical studies.  According to Romaniuc (2017) examined the intrinsic motivation of human behaviour, using historical perspective, exerted that motivation of individuals has many implications in the economic system, particularly, it influences the labour market. The labour demand and supply can be significantly influenced by the state of the motivation of an individual (Romaniuc, 2017). For example, the sorting job behaviour of the applicants influences the labour market in the economy (Romaniuc, 2017). They concluded that people’s willingness to engage in environmentally friendly activities even in the absence of extrinsic motivation (monetary incentives) is probably because they had an intrinsic motivation to preserve the environment (Romaniuc, 2017). He recommended there is no reason to deviate from the self-interested model. His study supports Ritter and Taylor (1997) and Chomsky (1959) who contended that economic activities are believed to be intrinsically motivated if there is no reward except the activity itself.

The conclusions were drawn by Ritter and Taylor (1997) and Chomsky (1959) that economic activities are believed to be intrinsically motivated if there is no reward except the activity itself. And, people’s willingness to engage in environmentally friendly activities even in the absence of extrinsic motivation (monetary incentives) is probably because they had an intrinsic motivation to preserve the environment (Romaniuc, 2017). They overstated the intrinsic motivation values and can not be generalised as the intrinsic motivation values not a rival for extrinsic motivation values. Moreover, intrinsic motivation values are unpredictable; hence, the exclusion of predictable motivational packages such as salary reduces the predictive effectiveness of the motivational impact on economic growth. This study involved both determinants of extrinsic and intrinsic motivation values.  
Hubacek, Guan, and Barua (2007) examined the lifestyle and consumption patterns in developing countries, using linear regression and data samples from India and China. They found that changing the lifestyle of an individual has a psychological influence on economic growth as my increase or reduce (change) the consumption behaviour. They concluded the positive lifestyle change is associated with a high quality of life in society, hence increasing economic growth. Their funding is supported by Reussing, Herman, and Gerlinger (2016) who explained that consumer behaviour is associated with the lifestyle of the individual.  The conclusion of Hubacek et al., (2007) that change of lifestyle is associated with improvement of life, is not generic, some changes of lifestyle may reduce the life quality or welfare/well-being of an individual. For example, an individual who suffers from diabetes or obesity will change the lifestyle on feeding and the results the quality of life negative affected, even the demand schedule of some food commodity will change. 

Moreover, Kim and Lee (2018) examined the impact of metacognition on economic growth, used linear regression and data from 171 students in Korea. They found that  Metacognition as a leading factor in strengthening innovation behaviour is most important because it involves elements of planning, checking, and controlling specific actions in the creation and introduction of new ideas. This is very important to the success of the entrepreneur, and hence economic growth. They concluded that ultimately, the expansion of entrepreneurship into society can be understood as a logical and indispensable extension of understanding the essential aspects of entrepreneurship and understanding its attributes and qualities. Their finding supports Tempelaar (2006) who examined the role of metacognition in business and found a positive significant role. One of the major weaknesses of Kim and Lee (2018) is the sampling error as they used only students in Korea, which biased the sample. Therefore, the finding cannot be generalised out the student sample bound. Therefore, this study used universal samples that involve all the economic agents.
Furthermore, empirical studies were done on the effect of change or variation of psychological economic factors such as price, weather, and fashion of the product. Cavalcanti, Mohaddes, and Raissi (2015) using a cross-sectional augmented version of pooled mean group (CPMG) methodology, and data from 1970-2007 found the commodity price change exerts a negative impact on economic growth, however, does not influence productivity. The price change can affect economic growth the increase capital accumulation by risk-averse investors. They concluded that a rising of price, raising the country’s default risk, and lowering the borrowing capacity. 
Their findings support Arezki, Pattillo, Quintyn, and Zhu (2012) and Khobai, Mugano, and Roux, (2017) who concluded that the price change can cause the sectoral economic imbalance and influences the GDP per capita. One of the weaknesses in the study of Cavalcanti et al., (2015), Arezki, et al. (2012), and Khobar, et al., (2015) they explained only the direct impact of the price on economic growth. They overlooked the hidden effect such as the price expectation effect of the demand and supply. This study examined both the indirect and direct effects of the price on economic growth. 

On the other hand, weather change is claimed to influence economic growth. Chu (2016) examined the impact of weather change in economic growth in the transport sector, used additive model and neural network models to analyse the monthly meteorological data of the freight in Taiwan for 20 years. He found that the changes /anticipated changes of the local weather conditions on transportation systems such as roads, rails, and water transportation increases the operation costs, hence hurting the economic growth. 

The fear of weather events, e.g., severe storms, intense precipitation may affect transportations because more trips are called or re-routed and therefore more travel delays and even traffic accidents (Chu, 2016). He concluded that weather fluctuation has varying effects on GDP growth depending upon the economic sectors. Moreover, weather impacts agricultural output, industrial outputs, labour productivity, energy demand, health, and others (Pallattini, 2019; Chu, 2016).  

Chu (2016) explained the adverse effect of the weather in the context of direct impact measures such as the costs of re-routing or changing the trips on the transport sector. He overlooked the effect of the economic growth due to the reduced well-being of the individual by fear of the weather changes and postponing certain profitable economic ventures by fear of loss due to unpredictability of the weather changes. This study examined both the indirect and direct impact of weather change and economic growth. For example, Ma and Jiang (2019) used the decomposition equation proposed by Grossman and Krueger and data from China, they found that the relationship of economic growth and environmental quality is preliminarily determined by the individual/society preferences on (need of) environmental quality as public goods.  
Ma and Jiang (2019) concluded that demand for the environmental quality of the individuals can be reflected in the individuals’ willingness to comply with the current policy and regulations which are a consequence of environmental awareness. Their findings are supported by Shafik (1994) and ECLAC (2000) who argued that environmental awareness as a new policy tool, in addition to legal and economic instruments changes people’s behaviour. Until recently people’s awareness was never considered as a possible tool to promote environmental policy. However, this tool is important and has the potential to be a powerful tool in an environmental sphere (ECLAC, 2000).  
The findings of Ma and Jiang (2019), Shafik (1994), and ECLAC (2000) have a strong convincing conclusion, however as the policies and regulations are made to reflect the country context, their findings cannot be generalised as far as they relate the policy acceptance in their countries and the economic growth. Moreover, environmental awareness is determined by many country factors; therefore, their conclusion cannot be generic for empirical studies.  

2.4.2 Studies in Africa

The economy of Africa has been questioned for its structural imbalances and uneven growth. Some empirical studies related the structural imbalance and the unevenness of the economic growth and the inequality of the demographic shifts or transition. For example, Cleland and Machiyama (2016) studied the economic impact of the demographic changes in sub-Saharan African countries, using descriptive statistics. They found that the change of age structure imposes some other social and economic problems such as urbanisation and secondary school demand increasing, and result in limited social services.  
Moreover, they found that the reduction of family size increases the economic opportunity for women in Africa. They concluded that inequality of demographic characteristics such as education, age, and gender may lead to an economic disparity across the region. In addition, Maniragaba, Nkurunziza, and Michel (2016) using a regression model for data from 1995 to 2014 in Rwanda evidenced that age maturity, education and gender have a significant positive impact on the Rwandese economy. They concluded that the economic growth in Rwanda is susceptible to demographic change. 

The studies of Cleland and Machiyama (2016) and Maniragaba et al.(2016) suffers from both methodological misfit for examining the hidden or psychological impact of the demographic characteristics. They examined the physical impact of demographic characteristics such as the increase in the number of educated people to improve the efficiency of the labor market. They overlooked the psychological consequences that resulted in demographic characteristics changes such as age, education, marital status, and others as this study work on them.
On the other hand, Hayat, Chen, Brandenburg,..., Mathew (2021) used documentary analysis to examine the lifestyle associated with the breast cancers problem in 46 sub-Saharan African countries. They found that there is a rapid change in lifestyle in Africa due to high urbanisation. They concluded that the change of lifestyle may either adverse health problem or economic gain such as employment and other. Therefore, the change of lifestyle can have both positive and negative effects as urbanisation evidenced to have a positive association with economic growth (Hubacek, Guan and Barua, 2007).  One of the major limitations of this study is that limited only to the medics' effect of the lifestyle change, they are not direct the economic growth, therefore, this study established both the direct and indirect impact of the lifestyle on the economic growth. 

The issue influence of motivation on economic growth has been studied in Africa. Nhemachena and Muribika (2018) used a survey research strategy to collect data from 91 sustainable entrepreneurs in South Africa. The regression analysis showed that both extrinsic and intrinsic motivations are important determinants for enterprises performance. They concluded that sustainable entrepreneurship is significantly promoted by motive entrepreneurs. Their study reinforces the finding of Ncube and Zondo (2018) that used a survey research strategy for 127 SMEs and 112 participants in South Africa. The descriptive, chi-square and correlation analyses evidenced that intrinsic motivational factors of business owners do influence SMEs in South Africa. They concluded that the outcome is that a self-motivated business owner can grow the business.  Therefore, motivation influences economic growth. 

Critique, the conclusions of Nhemachena and Muribika (2018) and Ncube and Zondo (2018) was based on the SMEs which can be not relevantly applied for out of the SEMs environment. They suffer the methodological sample biases, hence can be generic for empirical studies. This study used the universal sample to examine the impact of motivation and economic growth.

The empirical studies on metacognition and economic growth in Africa are still limited. However, some studies have been done that related the metacognition and academic performance, and they evidence a positive significance. This can be implicated that as far as metacognition is improving academic performance, it means it has a positive role in improving the labour markets efficiency by increasing their productivity, innovation, and creativity which leads to economic growth. For example, a study by Wanjiku (2015) in Kenya and Butterfield (2012) in South Africa found that metacognition awareness increases the learning capital of students, hence improving their academic performance. The studies of Wanjiku (2015) and Butterfield (2012) do not pin down the actual objective of this study, they have not related the metacognition awareness and the economic growth, however, there is a close indirect influence on the quality of education and economic growth.  This study established both the direct and indirect economic impact.

The impact of the psychological economic factors such as price, weather, and fashion changes has been empirically studied. According to Abidoye and Odusola (2015) used annual data for 34 countries from 1961 to 2009 found that the key economic driving sectors such as agriculture, forestry, energy, tourism, coastal and water resources are most vulnerable to climate/weather change. They conclude that the weather/climate change has a negative impact on economic growth. This finding was supported by Odusola and Abidoye (2015) who used the Bayesian hierarchical modelling approach and data from 46 countries found that increase temperature and shock of the rainfall is associated with a change of economic growth. 
They concluded that there is a proximity effect on the impact across the region. Critique, Abidoye, and Odusola (2015) and Odusola and Abidoye (2015) used empirical; data that can capture the change of feeling or psychological characteristics of the individual on the weather changes. This study used the cross-section data to capture the psychological characteristics of the individual and established both its indirect and direct impact on economic growth.

On the other hand, price changes influence the economic growth in Africa. Ogundipe (2020) studied the relationship between economic growth and price change in Africa by using generalised methods of moments (GMM) and regression, data from the United Nations Conference on Trade and Development (UNCTAD) database, for a period 1970-2017 from 53 African countries. He found that there is a negative impact of the price changes of the commodity on the economic growth, however, can be mitigated by the policy instruments such as contrasting openness degree and trade policy. He concluded that the price volatility adverse on the economic growth varies across the sector of the economy. This finding is supported by Deaton (1999) who found a positive relationship between the price movement and economic growth. The finding of Ogundipe (2020) and Deaton (1999) do not capture the indirect effects of the price changes which is the consequence of using the panel data which can not capture the feeling or psychological characteristics of an individual.
2.4.3 Studies in Tanzania

Tanzania has been experienced uneven economic growth across the country. The lake zone and western regions are characterised by low economic performance (World Bank, 2019 URT, 2019a). According to Nkwabi and Mboya (2019) using the mixed method, particularly qualitative descriptive analysis of 21 literature items found that lack of business motives (intrinsic motive) and human capital competence (low psychological well-being) are major constraints of the small and medium enterprise (SMEs) growth in Tanzania. 
However, their study suffers from methodological flaws as they used the fallacy conclusion that the more cited factors are the right ones. For example, rejected the hypotheses that there is a negative relationship between the motivation of the business owners, lack of human competence, and SMEs growth in Tanzania because they suggested by fewer researchers. The rule of the majority decision is not generally acceptable in a scientific conclusion. In contrary to this study, Anderson (2017) assessing the factors that affect the SMEs in Tanzania, citing in Dar Es Salam city with 150 SMEs found that motivation and metacognition awareness attributes such as innovation, vision, commitment to growth influence the growth of SMEs.

Moreover, Anderson (2017) found that other external factors such as demographic factors such as age structure, gender, and education level, and environmental factors that directly linked to support or influence the SMEs' growth. Anderson (2017) evidenced that the psychological well-being of an individual is a proxy for an individual’s vision, commitment to growth, innovation (motivation and metacognition). On the other hand, the factors such as environmental, demographics, and government policy represent some indicators of subjective well-being of an individual that can influence the growth of SMEs.  
Masenya, Reweta, Magere, Temba, and Macha (2018) using descriptive statistics found that the economy of Tanzania is still suffering from structural shocks, weather-based risks, price change, global economic and financial dynamics. Hence, economic structural transformation is required. Masenya et al (2018) explained the external factor that influenced economic growth. In an actual sense, these factors affect the individual subjective well-being. For example, financial dynamics influence the individual but it is due to the policy or regulatory implications. Structural shock is due to fact that there is no optimal and sustainable structure or components of the economic growth. In other words, the economy of Tanzania is built on fewer sectors, which in general are most subjective to risk, for example, an agricultural sector that is always suffering from climatic or weather risks. 

From a socio-psychological perspective, cultural, lifestyle, and social values have a psychological impact on policy decisions on economic measures. According to Maliti (2019) using the group weighted coefficient of variation method, asserted a culture that supports early marriage with a big family size limits individual prosperity and increases poverty, hence, should be stopped.  Schaffnit, Urassa, and Lawson (2019) used focus group discussion and exploratory study of the lifestyle of women, at Kisesa ward in the Mwanza region.  
The study interviewed 993 women at the Kisesa ward. They found that they get early marriage as a way of acquiring respect and status in the community. They are forced to change lifestyle from single to the couple at an early age which hurt more hurt their economic opportunities such as education.  Moreover, marriage is termed as a strategy to gain respect and status in the community for both girls and boys (Schaffnit et al. 2019).   

From this study, the main issue that causes the early and forced marriage practices in Sukuma land (Kisesa) is the mindset (psychological well-being) is tied to the social and cultural bindings (subjective well-being). They are culturally motivated to change their lifestyle. In connection to this study, early and forced marriage is a major source of poverty due to lacking or limiting economic opportunities for the couples. The early and forced marriage limits the couples to get higher education, most have limited health sexual education/reproduction skills. They are likely to suffer from maternal death, particularly in rural areas. Therefore, the culture or practices of exercising early and forced marriage have a negative impact on economic growth. One of the major limitations of this study is the sample or study populations to be only women. This reduces the power of generalisation as the conclusion is based on one gender. 
A recent study done in Tanzania by Stark (2020) examined a motive of the one type of forced marriage known as “marriage on the mat” (ndoa ya Mkeka). He used the third-person elicitation method and interviewed 171 respondents in Dar es Salaam. He found that premarital sex and forced marriage are culturally approved behaviour for both economic self-sufficiency and sexual modesty. 

This study is line to Schaffnit et al. (2019). Both Schaffnit et al. (2019) and Stark (2020) do not provide any psychological measures for solving the problem of early and forced marriage is evidence to hurt the progress of economic growth in Tanzania. For example, Schaffnit et al. (2019) concluded that to improve the lives of women it is essential to consider the motivation of the early and forced marriages. Both the studies suggested that the social and cultural bindings are major causes of early marriage motivated by psychological/personal factors such as prestige and acceptability in the community, social factors such as “being in a class of adulthood. Moreover, economic factors such as income from bridge price or dependence on husband income. Schaffnit, et al. (2019) recommended advocating for more nuance and cultural-sensitive perspectives in future policy and academic discourse on early marriages. This recommendation left the problems untouched. 

On the other hand, lifestyle is associated with fashion demand or can be explained by fashioned products. According to Hamis (2019) using a qualitative approach evidenced that the lifestyle of an individual is a root of poor decisions on family assets. For example, he found that livestock’s keeping is done for prestige (fashioned assets), not for economic purposes. Moreover, he found that our culture believes we have been created to be dependent on either relative or government and motivated to effortless success. Therefore, the root cause of poor family economic growth is our lifestyle due to the wrong believes and unchanged mindset (Hamis, 2019).  

Furthermore, Hamis (2019) suggested that poor family economic planning (low metacognition awareness) is among the causes of poverty in Tanzania. He emphasised that in the family that cannot be well organised and be stable economy with less or no plans according to their economy. In reality, this study explained both external and internal factors for the poor economic performance of an individual.  However, the recommendation is not generalized; it is limited only to a Muslim community. Therefore, the study has nothing recommended strategy to overcome the psychological barriers for the non-Muslim society/community. Notably, Hamis, (2019) concluded that the root of poor economic performance (poverty) of an individual starts from the mind of the individual before spreading to people around that individual, and finally countrywide. Therefore, he recommended for the Muslim community to use Zakkah as instructed by ALLAH to eradicate poverty. 

Mayala, Katundu, and Msuya (2017) examined the motivation factors that influence the livestock investment decisions of the smallholder farmers in the Mbulu and Bariadi districts in Tanzania. The 333 respondents and 9 key informants were involved in the study. The cross-sectional research design was used.  A binary logistic regression model was used to analyse the data. They found that the store of wealth and prestige of pastoralists, ethnicity, and number of children are motivational factors. They concluded that smallholder farmers consider their motivational factors before they decide on livestock management styles. The study suffers from the generalised recommendation becoming harder to be implemented –it is too general to practise. 
For example, Mayala et al. (2017) recommended that a bride price is a cultural motivation, stakeholders, and policymakers have a chance to capitalise on this issue by assisting smallholder farmers on how livestock management decisions could be made. This recommendation and others are not specific enough to identify the key stakeholders and policymakers recommended for. Specifically, there is no “assisting strategy” suggested by Mayala et al. (2017) in their recommendation. Another example of the generalised recommendation in his study is that requires assisting the smallholder farmers to align prestige and livestock investment that could bring much more productivity. This recommendation lacks both the audience recommended for and the ways of assisting (strategies). 
 In addition, the importance of education has been judged differently in Tanzania.  The number of people who judge education as useless or uninterested for them in Tanzania increased by 23.9 percentage points from 14.3 to 38.2 percent between 2007 and 2012 (URT, 2012). This is an indication of the presence of psychological limiting factors in Tanzania.  
2.5 Research Gap 

A research gap is a key part of the research project. The research gap can be defined as a question that has not been addressed properly (Farooq, 2017).  This research identified three main research gaps and worked on them, which are theoretical, geographical (population), and methodological gaps. The theoretical gap is extracted from the weakness of the neoclassical economic theory to ignore the cognitive limitation in calculating the benefits and cost of alternative choices (Miyamura, 2020; Simon, 1979). 
In other words, the neo-economic theory models human behaviour in the assumption of self-interested individual choices and it ignores the cognitive limitation (bounded rationality) (Miyamura, 2020). Likewise, behavioural economists assert that in making decisions, people tend to act intuitively (Simon, 1979). Therefore, the best optional is the bounded rationality approach (theory) that account on psychological limiting factors (psychological and subjective well-being) that bounded by demographic characteristic, human behaviour, environmental and economic factors as this study was contributed this theoretical gap.
On the other hand, the theoretical gap is due to weakness in the hedonic and Eudaimonic well-being theories. Truly, the Eudaimonic theory doesn’t capture Aristotle’s philosophy of worth pursuing in life (objective standard of goodness) (Heintzelman, 2018). In addition, hedonism logically cannot be a rival to eudemonism on its level (Keynes and Annas, 2009) as cited by Heintzelman (2018), this is why this study filled this weakness or theoretical gap by integrating the eudaimonism, hedonism, and neoclassical economic theories into a single simplified theoretical proposition.    

Also, the population or geographical gap was identified in this study. It is still unknown what are the actual non-economic limiting factors for economic growth in Tanzania, particularly in the Kagera region; hence it is still a puzzle. Therefore, this study aimed to fill this geographical gap by conducting research in the Kagera and Mwanza regions. Hence, this study was aimed to fill the left gaps by applying both the linear analytics methods such as the SEM and analysis weighted-automatic linear modelling (AW-ALM). On the other hand, the study used non-linear analytic methods such as and probit model and neural network analysis on psychological limiting factors for economic growth. The use of mixed data analytics techniques (linear and non-linear) was expected to fill the methodological gap as an identified gap.

2.6 Conceptual Framework 

A conceptual framework is a structure that a researcher believes can best explain the natural progress of the phenomenon to be studied (Camp, 2001) as cited by Adom, Hussein, and Agyem (2018).  It is linked with concepts, empirical studies, and important theories used in promoting and systemising the knowledge espoused by the researcher (Peshkin, 1993) as cited by Adom, Hussein, and Agyem (2018). The conceptual framework of this study was based on the assumption that non-economic measures (variables) have a significant influence on economic growth. 

In addition, they contended that the policy decisions at the organizational, corporate, and governmental levels are more heavily influenced by the way people’s evaluations and feelings about their lives (Diener & Seligman, 2004). On emphasis, the domestic policy currently focuses heavily on economic outcomes, although economic indicators have many shortcomings, omit, and even mislead about, much of what society values (Diener & Seligman, 2004). 
Therefore, this study assumes an individuals’ well-being (utility) is bounded/ enclosed by the demographic characteristics, environmental and economic activities/ issues relative to their lives’ values. Hence, individual well-being influences economic growth (income) (Figure 2.1). This assumption is empirically supported by Hubacek, Guan, and Barua (2007), Shafik (1994), ECLAC (2000), Nhemachena and Muribika (2018), Ncube and Zondo (2018), and others. Therefore, the general assumption of the study is psychological limiting factors (PSY) influence economic growth (GDP). For clarity, the conceptual framework is presented in a diagram to summarise and show diagrammatically the relationship between psychological limiting factors which are independent variables, and economic growth which is a dependent variable (Figure 2.1).
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Figure 2.1: Conceptual Frameworks for the Structural Model of the Study
Source: Self-conceptualisation (2021). 
Figure 2.1 shows the structurally modelling of psychological limiting factors for economic growth. The psychological limiting factors (independent variables) structurally compose psychological well-being which is measured by the psychological human behaviour index (HUBE) as psychological-wellbeing (PWB). And, subjective well-being (SWB) is measured by the “perceived outcome”. These are the psychological effects/outcomes of the individual decisions on environmental, economic, and demographic issues/variables. Therefore, SWB is a composite of three subjective indices, which are the psychological economic index (ECOFA), the psychological environmental index (ENVI), and the psychological demographic index (DEMO). The economic growth (dependent variable) measured in GDP per capita is the function of the psychological limiting factors and is directly related.

2.7 Theoretical Framework  

A theoretical framework is a blueprint or guide for research (Grant and Osanloon, 2014) as cited by Adom, Hussein, and Agyem (2015). It is a framework based on existing theory in a field of inquiry that is related and/or reflects the hypothesis of a study (Adom, Hussein, and Agyem, 2015). This theoretical framework is constructed by merging theoretical gaps of economic growth theories and individual well-being theories. 
The economic theories that critically reviewed and established the gap were neoclassical economic theories. On the other side, the individual well-being theories that were critically reviewed to establish the theoretical gap were hedonic and Eudaimonic theories of individual well-being. Therefore, the theoretical gap resulted from both economic growth and individual well-being theories. Likewise, the neoclassical economic theory ignores the cognitive limitation in calculating the benefits and cost of alternative choices (Miyamura, 2020; Simon, 1979). 

Moreover, behavioural economists assert that in making a decision, people tend to act intuitively (Simon, 1979). Therefore, the best optional is the bounded rationality approach (theory) that account on psychological limiting factors (psychological and subjective well-being) that bounded by demographic characteristic, human behaviour, environmental and economic factors as this study was contributed to this theoretical gap. On the other hand, the theoretical gap was due to weakness in the hedonic and Eudaimonic well-being theories. 
Moreover, hedonism logically cannot be a rival to eudemonism on its level (Keynes and Annas, 2009) as cited by Heintzelman (2018), this is why this study worked on this weakness or theoretical gap by applying both eudemonism and hedonism approaches. However, the Solow-Swan model was used to model the mathematical relationship of the theoretical proposition (Solow, 1956; Swan, 1956). Therefore, the study worked on the following theoretical proposition /principle.

Theoretical proposition: Psychological factors (non-economic driving factors) and non-psychological factors (economic driven factors) are fundamentally structural components of any production system for optimal economic growth.

The production system in this proposition means any society that uses economic agents (consumers and firms) to control factors of the production for the production of products and services. Subjective well-being is the enclosed/bounded utility that determines the perceived judgment or outcome of the psychological well-being of an economic agent. Therefore, economic output (GDP) is a function of factors of production. This conceptual framework is shown in Figure 2.2.  

	


 




Figure 2.2: Theoretical Framework for an Optimal Economic Growth Model
Source: Self-conceptualisation (2021).
Figure 2.2 shows the theoretical framework that links microeconomic actors and macroeconomic actors. The figure shows how individual well-being is influenced by both psychological and non-psychological factors. On the other hand, economic growth is due to individual effects or well-being. The individual making the economic decisions is bounded by both internal forces which are known as non-economic driving forces/factors (psychological factors). On the other hand, the external forces are known as economic-driven factors (non-psychological factors). 
The non-economic driving factors are called “driving factors” because are controlling other (external) factors, i.e., economic factors. Thus, the non-psychology factors are called driven factors because of are driven by psychological factors. Clearly, the economic factors (non-psychological factors) are controlled by non-economic factors (psychological factors).  The psychological factors may include personal traits, beliefs, attitudes, metacognition, human behaviour, motivation, self-confidence, etc. Moreover, non-psychological factors may include technology, environment, policies, regulations, capital, labour, interest rate, inflation, unemployment, weather, resources, politics, etc. 

2.8 Summary

The definition of key terms that are structural modelling; psychological limiting factors and economic growth were provided in this chapter. The theoretical review was done on neo-classical economic, Eudaimonic, and hedonic theories of well-being. The empirical studies relating to the psychological limiting factors and economic growth that covers global studies, African studies, and Tanzania studies are presented in the chapter. The literature evidences the empirical controversy on economic growth and psychological limiting factors nexus.  
The research gap is presented by following the empirical studies.  Moreover, the chapter provided the empirical framework that shows the direct relationship between the dependent variable (economic growth) and independent variables (psychological limiting factors). The theoretical framework is established as the theoretical propositional that fills the theoretical gaps on linking eudemonism and hedonism. Then the chapter presents the summary of the chapter.   

CHAPTER THREE

RESEARCH METHODOLOGY

3.1 Overview 

This chapter presents the rationale of the research, research approach and nature, research philosophy, research strategy, research design, research techniques, and sampling design, measurements of the model’s constructs, data analysis and interpretation, theoretical model, empirical model, validity, and reliability of data, data accuracy, and descriptive analysis, and ethical consideration.
3.2 Rationale of the Research 

The fundamental reason for this study is for the academic purpose at the Open University of Tanzania.  However, the study’s rationale is beyond the academic purpose. It is finding poses policy implications in the Tanzanian context.   In other words, the theme of this study is fundamentally for both academic purpose and non-academic purposes. A better rationale of the study is that goes beyond academic purposes.  Hence, this study its primary purpose is for academic purposes but goes beyond this. The study aimed to understand the psychological factors that hinder or limit economic growth in Tanzania which is more interesting for decision-makers. Highlighting these psychological factors for the policymakers is a second fundamental reason for this study. Moreover, for academicians, the study poses a new contribution of knowledge in the field of economics and psychology. 
3.3 Research Approach

A research approach is a way of concluding the study. The way of conducting and drawing a conclusion may be either qualitatively or quantitatively. These approaches have an endless debate. According to Johnson and Onwuegbuzie (2004), quantitative research focuses on deduction, confirmatory, theory/hypothesis testing, explanatory prediction, and standardised data collection, and statistical analysis.  Additionally, Amaratunga, David, Sarshar, and Newton (2000) emphases that the quantitative approach is important in that, it allows for generalisation from the sample of populations. Sale, Lohfeld, and Brazil (2002) standing on ontological position advocated for a quantitative paradigm that there is only one truth, an objective reality that exists independently of human perception while epistemologically a researcher and respondents are independent entities, which implies that the researcher is capable of studying a phenomenon without influencing it or being influenced by it.  
This study used quantitative techniques to test the cause and effect and assessed the significance of each parameter in the model by explaining the relationship between the variables to develop a structural model of psychological limiting factors for economic growth in Tanzania. This study relied on the existing literature and empirical studies out of which variables and hypotheses were identified. Moreover, this study was based on various theories from which a study model was developed and validated through empirical data, and these entailed the determination of the cause and effect of such phenomena (Saunders, et al. 2009). In this approach, the data collected were used to test the hypotheses linked to the existing theories and explain causal relations between the variables and concepts.

3.4 Research Philosophy 

Research philosophy is a set of beliefs and assumptions about the development of knowledge (Saunders, Lewis, and Thornhill, 2009). According to Saunders et al. (2009), there are three types of key philosophical assumptions which a researcher assumes during the process of research. The first is the epistemological assumption. This assumption is about human knowledge and what constitutes acceptable valid and legitimate knowledge. The second assumption is ontological, which is the assumption about the reality encountered in the research or field.  That is, explained the nature of reality encountered by a researcher. The third assumption is the axiological assumption. This assumption has explained the extent and way the researcher’s values influence the research process.

Moreover, Saunders et al. (2009) identified two philosophical beliefs which are objectivism and subjectivism. Objectivism is a belief that incorporates the assumption of the natural sciences, arguing that the social reality that we research is external to us and other (social actors). On the other hand, subjectivism is a belief that incorporates the assumption of the arts and humanities, asserting that social reality is made from the perception and consequent action of social actors (people). Saunders et al. (2009) identified five major philosophies in research which are positivism, critical realism, interpretivism, postmodernism, and pragmatism. The study adopted the positivistic philosophy where there is a belief in the hypothesis based on social reality and is referred to as the philosophical stance of the natural scientist which assumes that reality is fixed, measured, and knowable and that there is one truth. 

In this positivistic philosophy, the researcher is independent of the data and maintains an objective stance of the issues, which gives flexibility to the study’s questions to determine its position in the continuum ranging from positivism to interpretivism (Creswell, 2014; Saunders et al. 2009). This gave room for the triangulation of research philosophies and methodologies. Since the study’s context is on (Saunders et al. 2009),  cited Remenyi, Williams, Money, and Swartz (1998) explain that in positivism one works with observable social reality and that the end product of such research can be law-like generalizations similar to those produced by physical and natural scientists.  Therefore, this study applied the positivism philosophy in developing a structural model of psychological limiting factors for economic growth in Tanzania, by examining the reality of the family level of production in the Kagera and Mwanza regions. 

3.5 Research Strategy 

A research strategy is a systematic set of research work that a researcher directed on how to answer a set of the research questions, and how the whole methodology will be implemented (Saunders et al. 2009; Kothari, 2009; Ghauri, Grønhaug and Strange (2020). The research strategy depends on the nature or approach/type of research. Clearly, the research strategy explains how the what/which, who, when, why, and how questions will be addressed by a researcher (Saunders et al.2009; Johannesson and Perjons, 2014). 

Therefore, the strategy may be qualitative or quantitative-based strategies.  From this standing, the strategy affects the way of data collection, data analysis, and interpretation. According to Saunders et al. (2009) and Johannesson and Perjons,(2014) research strategies include experiment, survey, case study, action research, grounded theory, ethnography, and archival strategy. This study used a survey strategy. Clearly, the survey strategy is using questionnaires administered to a sample, the data collected are standardised, allowing easy comparison. It is usually associated with the deductive approach, and it is used for exploratory and descriptive researches (Sounders et al, 2009). Although the term survey is often used to describe the collection of data using a questionnaire, it includes other techniques such as structured observation and structured interviews (Saunders et al. 2009). 
The study was employed panel data from NBC and cross-sectional survey data. The primary data was included the village executive officers and other community members such as farmers, businessmen, accountants, teachers, and others because they have involved in different economic activities. These respondents were selected from the age of 18 years and above because of their maturity in examining the psychological limiting factor that can determine their economic performance, hence the economic growth.   

In addition, in this study the researcher’s main objective was to develop a structural model of psychological limiting factors for economic growth in Tanzania, the purpose is for testing the relationships of factors using the data collected from a larger and scattered population of households at Kagera and Mwanza regions. 

3.6 Research Design 

 Research design is the conceptual structure within which the research is to be conducted. According to Saunders et al (2009) noted that research design is a framework that focuses up turning a research question and objectives into a research project. It considers research strategies, choices, and time horizons.  Akhtar (2016) defined a research design as the glue that holds all of the elements in a research project together. According to Kothari (2009), a research design is the arrangement of conditions for the collection and analysis of data in a manner that aims to combine relevance to the research purpose with economy in procedure. The research design is the conceptual structure within which research is conducted; it constitutes the blueprint for the collection, measurement, and analysis of data (Kothari, 2009).  The research design is determined by the purposes of the research. 
The research purposes are identified as exploratory, explanatory, descriptive, and experimental (Akhtar, 2016; Kothari, 2009; Saunders et al, 2009). The purpose of research is mapping research designs. That is, the research design established or stated in its respective research purpose. In fact, the purposes of this study were to describe and explore the psychological limiting factors for economic growth.  Therefore, the study used two types of research designs, which are descriptive and exploratory-based research designs. The descriptive research design it is describes phenomena as they exist (Akhtar, 2016).  It is used to identify and obtain information on characteristics of a particular issue like community, group, or people. In other words, this kind of research design describes social events, social structure, social situations, etc. 
 In general, descriptive research answers the questions what, who, where, how, and when (Akhtar, 2016; Saunders et al. 2009; Kothari, 2009).  It is more common in physical and natural science and socio-economic surveys.  Moreover, the descriptive study may be concerned with the attitude or view of people toward anything. The best-suggested research for descriptive research is survey design. Hence, the cross-sectional survey design was applied by this study.  One of the major limitations of descriptive research cannot be used to create a causal relationship where one variable affects another (Akhtar, 2016). For this reason, exploratory-based research is used to offset this weakness of descriptive research. 

The exploratory research design is a primary stage of research and the purpose of this research is to achieve new insight into a phenomenon. Moreover, exploratory research is a study whose main purpose is to formulate a problem for more precise investigation or of developing the working hypotheses from an operational point of view (Kothari, 2009; Akhtar, 2016). The major emphasise in such a study is on the discovery of ideas and insights (Kothari, 2009). 
Generally, Kothari (2009) identified three research designs under this studies which are the survey of concerned literature, experience survey, and analysis of insight–stimulating’ examples. This study used a survey of concerned literature to establish the testable hypotheses. The survey design is suitable for examination of real-life contextual understandings, multi-level perspectives, and psychological influences researches. The method produces more complete knowledge and understanding of the research problem that can be used to increase the generalisability of findings applied to theory or practice (Kothari, 2009).   

3.7 Research Techniques and Sampling Design
The study used both qualitative and quantitative research techniques as suggested to be very useful for robust conclusions. Moreover, both research techniques and the sampling design are detailed in the subsections below.

3.7.1 Research Techniques 

Research techniques are a set of art that is applied by a researcher to get the facts or to achieve the research objective(s) (Apuke, 2017). The research techniques in inherited in the research strategy. Therefore, the research techniques can be either qualitative or quantitative based. The literature explains various techniques in both qualitative and quantitative types of research. According to Apuke (2017), there are several research techniques but the survey techniques are common and can be used in both qualitative and quantitative types of research. 
Sukamolson, (2007) defined survey research as the art of using of scientific sampling method with a designed questionnaire to measure a given population's characteristics through the utilization of statistical methods.  This study used the survey research technique because of its advantage as suggested by Apuke (2017), that it can be used for both quantitative and qualitative approaches. 

3.7.2 Sampling Design

A sampling design is a process of planning and selecting the sample for estimating the population characteristics (Kabir, 2016). The sampling design is enabled through a sample design, which is a plan and methods(procedures) to be followed in selecting a sample from the target population and estimation technique formula for computing the sample statistics, that infer the population parameter (Kabir, 2016; Ghauri, et al. 2020). The basic purpose of the sampling is to provide an estimate of the population parameter and to test the hypotheses. Therefore, the advantages of sampling are saving time and cost as a research concentrate with a small number of populations.  Additionally, sampling enables the collection of comprehensive data, and it provides a valid estimation of the sampling error (Kabir, 2016).

3.7.2.1 Area of the Survey  

The study was conducted on 4 districts, Nyamagana and Misungwi districts from the Mwanza region and Bukoba and Muleba from the Kagera region. These areas were selected due to fact that the Kagera region is performing worse in economic aspects concerning its neighbour regions of Mwanza, and other regions in the lake zone and a country at large (URT, 2019a; 2019b; 2019c). The regional GDP per capita of Kagera region is 41 percent less than the national GDP per capita while that of Mwanza region is 0.04 percent above the national GDP per capita as recorded in 2018 (URT, 2019c). 
Moreover, the regional GDP per capita growth -0.48 percent and -0.26 percent in 2017 and 2018 respectively, while the growth in Mwanza region was 0.244 percent and 4.32 percent in 2017 and 2018 respectively.  Mwanza region was included in the area of the survey to have comparison data and examining of the impact of geographical specificity. Moreover, the cultural/social and geographical differences were considered to select these areas of the survey, for a better comparison of the nature of psychological limiting factors for economic growth.  

3.7.2.2 Survey Population  

A population is a total of items about which information is desired (Kabir, 2016). A survey population is a total of items (may include people, objects, etc) that researcher wants to generalise the findings of a study (Kabir, 2016). In other words, a survey population is the number of people where a study survey is designed (Kabir 2016; Ghauri, et al. 2020). The population of this study was 2,772,509 and 2,458,023 in Mwanza and Kagera regions respectively, as per a report of the population size and growth by region, rural and urban areas, Tanzania mainland, censuses (2012). It is almost 10 years past the population estimates. Therefore, the actual population of the Mwanza and Kagera regions at the time of the survey of this study (the year 2020) was unknown in the actual figure, because the figures estimated 10 years ago is no longer accurately inform the relevant information in scientific studies. Therefore, a study assumed the population is unknown in number (actual quantity).    

3.7.2.3 Sample Size

The sample size is the various items or sampling units that are involved in research (Kabir, 2016).  The required sample size depends on several issues, including the desired power, alpha level, number of predictors, and expected effect sizes (Tabachnick and Fidell, 2019). Green (1991) provides a thorough discussion of these issues and some procedures to help decide how many cases are necessary. Some simple rules thumbs are [image: image29.png]N =>50+8m
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 for testing individual predictors (Tabachnick and Fidell, 2019). The study involves multiple correlations and tests for individual independent variables, calculation of both rules, and selecting the higher value. Therefore, this study calculated both rules [image: image35.png]N=50+8m=170; andN=104+m =119, form = 15.




According to Tabachnick and Fidell (2019), the higher value of the rule was selected, which is 170. That is, at least 170 cases/respondents are adequately selected sample size at an alpha level of 0.5. Therefore, a sample size of 211 individuals is adequate. Moreover, this sample size is above the minimum sample size recommended when power estimates are not feasible (Khamis and Kepler, 2010).  
3.7.2.4 Sampling Procedures

A sampling procedure is a process that involves a selection of items from a study population. There are two types of sampling procedures or techniques which are probability sampling and non-probability sampling techniques (Kabir, 2016; Ghauri et al. 2020; Etikan and Bala, 2017). Probability sampling also is known as random sampling which is a process of sampling whereby every unit of the population has an equal and positive chance of being selected into a sample study (Kabir, 2016). In other words, random sampling is a sampling technique that permits every single item from the universe (population) to have equal chances of presence in the sample (Etikan and Bala, 2017).  The probability sampling may be done by simple random sampling, systematic random sampling, stratified random sampling, and cluster/multistage sampling (Etikan and Bala, 2017; Ghauri et al.2020; Kabir, 2016).  

The major advantage of using probability sampling is that a sample of a study is being free from population bias as each element obtained randomly from the population (Kabir, 2016; Etikan and Bala, 2017). On the other hand, the non-probability sampling technique is a sampling procedure that will not bid a basis for any opinion of probability that elements in the universes will have a chance to be included in the study sample (Etikan and Bala, 2017). According to Kabir (2016), non-probability sampling is a sampling method that elements of a population have no equal chances of being selected into a study sample. 
The non-probability sampling can be done by accidental or sometimes known as convenience sampling, quota sampling, purposive/judgement sampling, and snowball sampling (Kabir, 2016; Ghauri et al.2020; Etikan and Bala, 2017).  This sampling technique is suggested to be costly in its application (Etikan and Bala, 2017). However, it offers the relevant information or data of the interest of a researcher. Moreover, this method is claimed to be biased as involves the selection of elements based on the assumption of a researcher on the interests of a population (Kabir, 2016; Etikan and Bala, 2017). 

Therefore, this study applied both probability and non-probability sampling techniques. Multistage sampling was used. The purposive/expert sampling was used to sample Mwanza and Kagera regions after getting information about the economic performance of the two (2) regions. Next, the simple random probability sampling was done to select four (4) districts, two (2) from each region was done.  To give the potential respondents equal chances of being selected and nature of the respondents’ population, the 211 individuals were randomly selected from four (4) districts; Nyamagana and Misungwi from Mwanza, and Bukoba and Muleba from the Kagera region, each district equally weighted to 50 or more individuals because the number of entries population is unknown. 
The multistage is applicable in a big inquires of geographical area, for entires country. Multistage sampling is done by a combination of various methods of probability sampling techniques in the most effective and efficient approach (Etikan and Bala, 2017).  

3.7.2.5 Source of Data  

This study used primary and secondary data, primary data is the kind of data that is collected directly from the data source without going through any existing sources (Kabir, 2016). Primary data is often reliable, authentic, and objective in as much as it was collected to address a particular research problem (Ghauri et al. 2020). It is noteworthy that primary data is not commonly collected because of the high cost of implementation (Kothari, 2009). Therefore, the study used primary data from 211 randomly sampled individuals by limiting the area of the survey to two (2) regions to reduce the cost of data collection. Secondary data were collected from public reports and the Tanzania Bureau of Statistics (NBS).   

3.8 Measurements of the Model Constructs

Technically, measurement is a process of mapping aspects of a domain onto other aspects of a range according to some rule of correspondence (Ghauri et al. 2020; Saunders et al. 2009). The variables for this study are-

3.8.1 Exogenous latent Construct 

The dependent variable is economic growth which is measured by GDP per capita (regional GDP per capita). However, the annualised income per capita will be used as a proxy for regional GDP per capita in this study. This was done by exogenous latent construct model, GPD per capita (AGDP) = monthly income of individual i x 12 (number of months in a year).  The monthly income is assumed to be constant over the year, due to the nature of economic activities being similar and having almost a constant monthly return. 

3.8.2 Endogenous Latent Constructs 
The independent variables which are psychological limiting factors (PSY) compose two broad dimensions of limiting factors. These factors are psychological well-being (PWB) which is measured by the psychological human behaviour index (HUBE), the subjective well-being (SWB) which is measured by psychological economic index (ECOFA), psychological environmental index (ENVI), and psychological demographic characteristics index (DEMO), all based on the 5- points Likert scale (Appendix A).   
The PSY indexing model was based on the number of instrument scales or number of items or questions on each variable.  The general construct model used for the psychological index is-   
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Where n is the number of variables measured in a psychological factor; m is the number of questions that measure or is a proxy for variable;  [image: image38.png]


  a question posed for variable i;  [image: image40.png]LS;



  the score of an individual question on the Likert Scale, and [image: image42.png]


 is the maximum score of individual questions on the Likert Scale. 

3.8.3 Data Collection Tools
Data collection is a process of gathering and measuring information on variables of interest, in an established systematic way that enables one to answer state research questions, test hypotheses, and evaluate outcomes (Kabir, 2016). Data collection needs a certain appropriate instrument or tools to collect the data from the select sample. In a primary source of data, the data may be collected by using questionnaires, interviews, focus group interviews or discussions, observations, surveys, etc (Kabir, 2016). According to Kothari (2009), the methods of data collection includes observation, interview, questionnaires, schedules, and other methods such as in-depth interview, consumer panel, content analysis, etc.  This study used self-reporting checklist questionnaires to capture psychological variables for cross-sectional data. This data collection tool is popular particularly in the case of big inquiries. 
A questionnaire is consists of several questions printed or typed in a definite order on a form or set of forms. The questionnaires were designed to capture the psychological attributes of the respondents.  The advantage of using this type of data collection tool is that it is free from the bias of the interviewer and there is low cost even when the universe is large and widely spread geographically (Kothari, 2009; Saunders et al. 2009).  Before using this it is cautioned or advised to conduct a pilot study/survey for testing the questionnaires. The pilot survey is the replica and rehearsal of the main survey (Kothari, 2009). Therefore, the pilot survey helps to highlight the weakness of (if any) the questionnaires and that of the survey techniques, and then be corrected or improved. This required of this data collection tool was done in this study.  Moreover, this tool (questionnaire) has methodological advantages because it is unbiased; can correct sensitive information (Ghauri et al. 2020).  

3.8.4 Methods of Data Collection
Kabir (2016) defined data collection as a process of gathering and measuring information on variables of interest, in an established systematic way that enables one to answer state research questions, test hypotheses, and evaluate outcomes. The main tool of collection data is questionnaires, and in connection to that, the cross-sectional is a research strategy used by this study. Therefore, the best method of survey data collection method is a self-administered survey. That is, the study was employed a self-administered survey. The self-administered survey method of survey data collection is any method that requires the respondent to complete the questionnaires him/herself. This includes fax and mail techniques, or internet surveys. This is the method that questionnaires are distributed to the potential respondents to ask their responses. 

In addition, this method of data collection is quite popular, particularly in the case of big inquiries (Kothari, 2009). Moreover, the method is selected not only to reduce cost but also the respondent is assured of anonymity and privacy, and can therefore feel freer to provide honest responses. In addition, the method offers no possibility of interviewer bias (Ghauri et al., 2020).  

3.9 Data Analysis and Interpretation

According to Sharma (2018), the processing of data analysis comprises data management (collection and storing), explanatory data analysis (examination of data errors), and statistical analysis (testing and modelling). Therefore, in this study the data was collected through self-checklist 1-5 points Likert scaled questionnaires, edited and entered or stored in tabular form in a spreadsheet.  Before the data analysis was done, data errors were examined. The normality and a spatial autocorrelation analysis were done to test a serial correlation of data across the regions. Then the data analysis was done by using the probit model and a structural equation modelling (SEM) model. The probit model provides a convenient setting for estimating the effect of an endogenous regressor on a binary outcome variable (Winkelmann, 2011).

Although this model ignores the potential correlation between the unobservable variables, the SEM model was used to offset this weakness. The SEM  offers the estimation of latent (unobserved) variables via observed variables; and model testing where a structure can be imposed and assessed to fit the data (Kaplan, 2001).  The power analysis and nature of coefficients was used to interpret the finding.  The t-values and P-values were used to interpret the finding of the linear models. On the other hand, z-values and p-values were used to interpret the findings of the non-linear model (probit model). 

3.9.1 Analytical Framework 

An analytical framework provides a platform on which theories and methods can be constructed.  The usage of an analytical framework has been particularly effective in empirical research. It helps to organize research and provide a general list of areas or variables that will be used in any type of analysis (Coral and Bokelmann, 2017). 
3.9.1.1 Multiple Linear Model Analytic Frameworks
The study assumed that the economic growth (Y) can be linearly related to psychological limiting factors, represented by a vector variable X. therefore, the general linear model when [image: image44.png]
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 is done by minimising the sum of the residuals of squares (RSS), that is, 
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 , therefore the correlation coefficient is given by, 
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Therefore, for better model fits the model should have   [image: image81.png]


 (Henseler et al., 2015; Hair et al. 2019). 
3.9.1.2 PLS-SEM Analytic Frameworks
The study aimed to determine the structural linear relationship between the economic growth (Exogenous variable) and the psychological limiting factors (endogenous variables). The appropriate data analytic method is the partial least squares-structural equation modelling (PLS-SEM). The PLS-SEM composes two inner and outer models. In the structural (inner) model the latent variables (LVs) are related to each other according to the neo-classical, hedonic, and Eudaimonic theories (substantive theories).  LVs are divided into two classes exogenous and endogenous. Exogenous LVs do not have any predecessor in the structural model, all others are endogenous.  The general model of the structural model is given by,
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Where Y denotes the matrix for LVs both exogenous and endogenous, the error term Z is assumed to be centred; i.e., E [Z] = 0. Elements of the coefficients of the adjacency matrix D are zero. The measurement (outer) model relates observed variables or manifest variables (MVs) to their latent variables (LVs).  Each MV should be related to one LV (convergent validity).  All the MVs related to one LV are called a block or construct, and each LV has its block or a construct of observed variables (discriminant validity). The way a block can be related to an LV can be either reflective (reflects its LV) or formative (forms its LV).

Now, let assume all MVs contained in data matrix X are scaled to have zero mean and unit variance, and each block or construct of MVs Xg is transformed to be positively correlated for all LVs yg, g =1, ..., G.  Therefore, for reflective measurement, each construct, or block of MVs reflects its LV and can be written as multivariate regression. 
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 can be estimated by least square as 
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For formative measurement, the LV is considered to be formed by its MVs, and they follow a multiple regression, 
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       And we estimate the outer weight    [image: image92.png]


  by using least squares
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3.9.1.3 Probit Analytic Frameworks
The study assumed the economic growth is influenced not only by psychological factors but also by an exogenous variable Z which contains the instruments (questionnaires), therefore, the structural equation of the probit model (probability + unit)  was applied.  The probit model is a specification for an ordinal or a binary response model that employs a probit regression.  The model is estimated by using the maximum likelihood estimates (MLE) procedure that is a probit regression.  The models are derived from Li, Poskitt, and Zhao (2017).  Specifically, the study assumed that the model takes form,  
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 denotes the indicator function, X contains covariates (determinants of psychological well-being) and Z contains the instruments (Scale scores of the observed variables). The underlying continuous latent variable  [image: image108.png]
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  are mapped  into the observed outcome  Y (economic growth) and the observed (potentially endogenous) regressor D ( Psychological well-being) via threshold crossing condition, and the joint distribution of Y and D conditional on X and Z,  P(Y = y, D = d| X = x, Z =z) , simply Py,d  has a sample space of S(y,d) = { (1,1), (1,0), (0,1),(0,0)}.  To achieve economic growth, this sample space has been further conditioned for [image: image112.png]vedandl<y+d=2



. Therefore, economic growth, the sample space reduced to S(y,d) = {(1,1), (1,0)}. The joint distribution Py,d for Y and D  under the high economic growth condition is given  under the condition [image: image114.png]vedandl<y+d=2



; that is,

Py,d  {(Y =1, D = 1|X = x, Z =z) or (Y = 1, D = 0| X = x, Z = z)}

Hence,
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 in general, is done by the MLE methods.    Thus, the joint distribution of [image: image124.png]
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 was determined by MLE.  Therefore, the log-likelihood function can be calculated as,
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 denotes the probability of the sample space S(y,d) = { (1,1), (1,0)} for economic growth,  N the number of observations, and [image: image131.png]


 is the parameter which contains  coefficients  [image: image133.png]By Bo v
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 and other unknown parameters of the joint distribution of [image: image137.png]


 and [image: image139.png]


 that need to be estimated from the data.  The probit model is assumed that the  [image: image141.png]
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 are drawing from a standard normal distribution, with zero mean, unit variance, and correlation coefficient[image: image145.png]
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Therefore, the joint probability function of Y and D can be expressed as
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 denotes a cumulative distribution function of the bivariate standard normal distribution, and the log-likelihood for the joint probability of the Y and D is expressed as, 
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i = 1,..., N, for each ith observation

Moreover, the estimation of the marginal probability ([image: image159.png]@)



of the joint distribution of latent variables Y and D was done. The marginal probability that an individual earns high income is given as (univariate probit model)
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And the marginal probability that an individual earn low income is given as, 
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 The study examined the conditional probabilities for economic growth given the change of psychological well-being of an individual (high or low; or positive or negative). Therefore, the first estimation is the marginal probability of an individual being earning a high income given positive psychological well-being is given as (Bivariate Probit model).
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 The second is the estimation of the marginal probability of the individual being earning a high income given a negative (low) psychological well-being; it is given as, 
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Now, for the conditional joint marginal probability that defines the scenario that the individual being earning high income conditioned that  a negative (low)  or a positive (high) psychological well-being has occurred,  it is expressed as,
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The predicted probability of the income of an individual to go high is given by,
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And, the predicted probability of psychological well-being of the individual to go high is given

[image: image169.png]B = w:1lz.):w(2;z,z,) (28)
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 is the effect on a model of a unit change in a regressor[image: image173.png]


; holding constant all other k-1 regressors.

3.9.1.4 Artificial Neural Network (ANN) Analytic Frameworks
Further examination of the relationship between economic growth and psychological limiting factors, the study applied the machine learning algorithms.  These algorithms work together under a single framework called the artificial neural network (ANN), simply a neural network. Neural networks are inspired by the structure of biological neural networks in the human brain. There is an input neuron that acts as an interface for all the other neurons to pass the input. 
Also, there is an output neuron that accepts all the outputs from different neurons.  This study applied this concept of artificial intelligence to examine the hidden or underlying relationship between economic growth and psychological limiting factors. The two common neural network architectures are Multilayer Perceptron (MLP) and radial basis function network (RBF).  This study MLP is preferred to RBF due to its simplicity and direct interpretability (Bishop, 1994). Thus, input data which are explanatory variables are indicators of psychological limiting factors are mapped to the output which is a dependent variable (economic growth) through non-linear activation function g (.), the neural network analysis was established. 

Now, let input data X (our independent variables) be distributed as x1, x2, x3, ..., xd, and they are weighted by a  parameter W  as w1, w2,w3, ...,wd respectively.   Therefore the total weighted input signals ([image: image175.png]©)



 to the processing unit (neuron) is the summation of the input data and their respective weights. That is,
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 denotes the constant value indicating the signal impact of the extra value of input data/variable? Then, this total signal impact of the input data are non-linearly activation function g(.) so that the output  zj  for a single layer (hidden layer or neuron)  will be determined as,
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To enable our input data X varies from -1to 1, i.e., [image: image187.png]


, since training the network requires a differentiable mapping function, thus a sigmoidal (S-shaped) activation function is applied (Bishop, 1994). Therefore, the input layer activation function is a hyperbolic function (tanh); 
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 is expressed as
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The output (Y) is expected to vary from 0 to 1 as the probability of economic growth, therefore the appropriate output layer activation function is the logistic sigmoid given by;
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And its first derivative [image: image194.png]g’ ()



 is expressed as 
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Noticing that for the linear output, the linear activation function (identity) is used, this is expressed as, 
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3.9.2 Model Specifications 

The model specifications of this study involved both the linear models' specification for the multiple regression which are automatic linear modelling and weighted least square (WLS) and non-linear linear which is probit model and artificial neural analysis model.
3.9.2.1 Linear Model Specification
Five different multiple regression models were used in this research. This is because the multiple regressions provide minimum-variance mean-unbiased estimation, with fixed-zero intercept, which is suitable for logarithmic linear function (Huang, Zhang, Chen and He, 2017). The five models were tested to better determine how explanatory variables impact dependent variables. The same four models were used for all five levels of the average gross domestic product (AGDP) per capita. The models are described in greater detail below. There are several ways of specifying the structural model of psychological function. In a general mathematical form, the AGDP per capita function can be expressed. 

Model I: Psychological demographic characteristics and economic growth 
(Economic growth|| Age, Marital status, Number of family members, Income, 
Educational level)
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Model II: Psychological environmental factors and economic growth (Economic 
Growth|| Sustainability, Social awareness, 
Policies, Regulations)

[image: image198.png]InGDPx,,...

Lo + 4 InSus + f>,InSoa + f;InPol + f.InRegu + ,.,,,,—1 Mwanza + fs,.—» Kagera+ s

(38)




Model III: Psychological human behaviour and economic growth (Economic 
growth|| Lifestyle, Motivation, Metacognition)
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Model IV: Psychological economical factors and economic growth (Economic 
growth|| Prices, Fashion, Weather)
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Model V:  Psychological limiting factors and Economic growth

GDP = f (Economic growth || psychological demographic characteristics, psychological 
environment 
factors, psychological human behaviour and psychological 
economical factors)
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Where, [image: image207.png]


 are coefficients constants of the multiple regression model, and PSY denotes psychological limiting score, the rest variables are defined on the respective word equations. During data analysis, the Smart PLS 3.2.7 and IBM SPSS statistics 26 were used as data analysis tools and hypotheses tests were presented, because have advanced features. Structural Equation Modelling (SEM) was used to establish the structural relations among the latent and manifested variables and examined the relationship among constructs in the structural model and test the hypotheses (Figure 3.1).








Figure 3.1: Final Models for Structural Modelling of Psychological Factors and GDP

Source: Author (2021). 
 3.9.2.2 The Non-Linear Model Specification
The study employed probit model and artificial neural network (ANN) analysis for examining the non-linear relationship between economic growth psychological limiting factors. Both the probit and ANN specification models were provided. Technically, the probit model is assumed that  [image: image209.png]
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 were drawn from a standard normal distribution, with zero mean, unit variance, and correlation coefficient[image: image213.png]
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. Then, the conditional probability function for  AGDPP =1 (i.e., chances of AGDP per capita getting high occurs for given independent variable changes/occurs X). In the Probit model, the cumulative standard normal distribution function         is used to model the regression function when the dependent variable is binary, that is, the study assumed E(Y|X) if Y was denoted to be economic growth and X includes the psychological limiting factors, for the binary model
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For the binary model, the possible values of Z satisfy a range of[image: image223.png]


, that the output is low (0) and high economic growth (1).   

On the other hand, the ANN specification model, for input data PSY (our independent variables), distributed as PSY1, PSY2, PSY3, ..., PSYd and they are weighted by a  parameter W  as w1, w2,w3, ...,wd respectively.  The general model for MLP (single layer) is expressed as,  
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 is denotes an output of the input signal [image: image227.png]


  for jth individual, and g(.) is the  sigmoidal (S-shaped) activation function,  That is, 

[image: image228.png]@7




3.10 Theoretical Model of the Study

A model refers to anything from a physical construction in a display case to an abstract set of ideas (Clarke and Primo, 2012; Achinstein, 1965). The model has importance; it illuminates the structure, interpretation, and development of scientific thinking (Achinstein, 1965). According to Achinstein (1965), a theoretical model has four characteristics; it consists of a set of assumptions about some object or system; it describes a type of object or system by attributing to it what might be called an inner structure, composition, or mechanism;  it is treated as an approximation useful for a certain purpose, and it is often formulated, developed, and even named based on an analogy between the object or system described in the model and some different object or system (Clarke and Primo, 2012). 

According to Clarke and Primo (2012), theoretical models are characterised by their reliance on deductive reasoning, their techniques, and their level of abstraction. Clarke and Primo (2012) identified four different model roles which are foundation role, this means that it provides a basis for further model building; it has an organisational role, that is, it collects disparate empirical generalisations, theoretical results, or set of facts under a single framework. 
Moreover, it has an exploratory role, that is, it investigates mechanisms or motivations underlying phenomena of interest; and it has a predictive role, that is, it generates comparative statics. Theoretical models must be tested empirically to be useful. Moreover, the theoretical model can be used to help to identify empirical models. The empirical models cannot be tested with data, but are confronted with data models (empirical data). Therefore, there is a link between theoretical data and empirical data (Clarke and Primo, 2012). Thus, the theoretical model was merged from the theoretical proposition of this study.
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Figure 3.2: Theoretical Model of the Study      

Source:  Author (2021).
Figure 3.2 shows the theoretical model that describes the psychological limiting factors (psychological well-being and subjective well-being) related to non-psychological factors (such as policies, interest rate, inflation, capital, technology, etc). This theoretical model is a map or modelling of the established theoretical framework. From table 3.2, the model depicts that there is a bidirectional relationship between psychological well-being and subjective well-being.  The individual (labour) is directly influenced by psychological well-being, only the psychological well-being of the individual is influenced by subjective well-being as back impact and the subjective well-being of an individual is influenced by psychological well-being as forward (primary) impact. 

In other words, psychological well-being has “an afferent role” in a human being, and subjective well-being has “an efferent role” in the human being.  The model shows that the fundamental factors of production are only labour and capital, the technology is determined exogenously.  This model is modified from the exogenous economic growth model (Swan, 1956; Solow, 1956).  Also, the model indicates the direct impact of subjective well-being on capital accumulation. The production function/system is highly influenced by economic factors (non-psychological factors). This is because psychological and subjective well-being primarily influences the factors of production not “a system” of production. A system of production is anybody of production that involves the use of factors of production this may include firms, industries, institutions such as universities, power supplies companies, etc.  
3.11 Empirical Model of the Study

Empirical models or sometimes termed data models are maps of the relationship and dependencies within a data set.  The data models share all the attributes of the theoretical models; they are partial, have limited accuracy, and are purpose-related (Clarke and Primo, 2012). Empirical models cannot test the theoretical models, and often such tests are unnecessary given the nature of theoretical models (Clarke and Primo, 2012). 
According to Clarke and Primo (2012), empirical models are useful in one or more of three different roles. First, they have a prediction role that is postdating and forecasting. Second, they have a measurement role, that is improving and quantification of a difficult concept, and, the third, they have a characterisation role, which means that they are describing data and spotting provocative associations, and the fourth role is testing the theory. The debate on which is suitable between theoretical and empirical models is exists (Clarke and Primo, 2012). 

Theoretical and empirical models interact in some instances. The explanation is one of those instances. There is less agreement about what constitutes an explanation. Many scientists demonstrate that x causes y amount to explanation. However, Clarke and Primo (2012) challenged that empirical models cannot provide explanations independently of theoretical models because empirical models provide neither argument nor mechanisms. The explanation must comprise either a theoretical model or a theoretical model and an empirical model. Therefore, choosing between the explanations that contain both a theoretical model and empirical models is possible in a relative sense and recommended (Clarke and Primo, 2012). 

Econometric explanation: The change of economic growth ([image: image230.png]AGDP



) in any production system is directly proportional to the change of psychological limiting factors (psychological-wellbeing and subjective well-being) of an individual ([image: image232.png]APSY



). However, the linear relation is mediated by fundamental factors of production (capital, labour) under a constant technology.   That is, 
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.  For simplicity, change was expressed in percentage. That is,
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 the ratio of the independent (endogenous) variable ([image: image257.png]x)



  to a dependent (exogenous) variable ([image: image259.png]
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  signifies the psychological–economic gearing ratio or input-output ratio (IOR) which indicates the psychological gain of an individual each unit of TZS earned.  Moreover, slope [image: image264.png]


 indicates the constant value economic increment for each psychological gain of the individual. It is psychological –economic multiplier value.  

Therefore,  
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 indicates the psychological–economic elasticity coefficient or growth limit factors (GLF) ratio.  Technically, k is the growth liming factor (GLF) ratio that measures the growth–limiting factor intensity. Therefore, k-values describe the paths of economic growth. In this model, economic growth can follow three paths, constant or steady growth path[image: image269.png]k
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 (Figure 3.3).
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Figure 3.3: Paths of the Economic Growth Rate for Psychological Limiting Factors
Source: Author (2021).

Figure 3.3 shows the three possible paths of economic growth under the psychological limiting factors. The vertical is represented by the annualised economic growth rate, measured as a percentage change of the GDP.  The horizontal axis represents the change rate or growth rate of psychological limiting factors for individuals. It is measured as the percentage changes of the psychological limiting factors.

Under the constant technological bound curve at time t [image: image276.png]
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 represents the optimal growth line (OGL) that represents a steady economic growth at  [image: image280.png]
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, at point A the economy is steady but not optimal as the psychological resources are underutilized. At point B along the OGL is the optimal and steady growth rate is achieved. Under this point, the full utilization of the resources is achieved under this current technology. At point [image: image284.png]B"



 an individual required new technology, under the bounded technological curve [image: image286.png]


. That is, the technology shifted entirely from B to B’. Another path is the [image: image288.png]0A"



 which is described when [image: image290.png]


. In this path, the economic growth rate is high but is unstable. The psychological resources are more effective to economic growth. At points a’ and b’ within a current or operational technology [image: image292.png]


the psychological resource is not fully utilized for optimal economic growth.  The third path is described by [image: image294.png]m<1



, which is along the line  [image: image296.png]


 . In this path, points a, and b are indicating the underutilization of the psychological resources to affect economic growth. 

3.11.1 Estimation Strategies of the Empirical Models
The study employed different estimation strategies to model the psychological limiting factors for economic growth. The study is preferred to use both linear and non-linear data estimation methods. The use of combined or mixed data analytics tools is robust as ensures a strong conclusion on the research findings (Sale et al, 2004). Moreover, the study used a combination of statistical software which was SPSS, Stata, and Smart PLS3. 
The study determined the linear relationship between the psychological limiting factors and economic growth by using multiple regression model techniques which are the analysis weighted-automatic linear modelling (AW-ALM) and weighted least squares (WLS) stepwise regression model. Moreover, the study used the partial least squares –structural equation, PLS-SEM based strategies/techniques which are PLS algorithm, bootstrapping with sub-sample of 5000, confirmatory tetrad analysis (CTA), PLS predict and importance-performance map analysis (IPMA). 

The AW-ALM has overcome the limitations of the traditional regression model which includes the inability of automated identification and handling of outlying cases (Yang, 2013). Moreover, the traditional regression model is limited to the stepwise method only with no capability of conducting all possible subsets regression (Yang, 2013).  The use of AW-ALM enriched the methodology supports by offering automatic variable selection and automatic data preparation (Yang, 2013). The automatic model selection of the best subset (variable) is done by using the information criterion. Commonly, Akaike Criterion Information (AIC) (Akaike, 1974) and Akaike Criterion Information Corrected (AIC_c) (Hurvich and Tsai, 1989)  which are given by, 
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Where SSE is the sum of the square errors, k is the number of an estimated parameter in a model, and N is the number of observations.
The weighted least squares (WLS) regression is an estimation technique that weights the observations proportional to the reciprocal of the error variance for that observation and so to overcome the issue of non-constant variance (Sulaimon, 2015). For regression with cross-section data, it is usually safe to assume the errors are uncorrelated, but often their variances are not constant across individuals (Sulaimon, 2015). This problem is known as the heteroscedasticity that is unequal scatters; the usual assumption of the constant error variance is referred to as homoscedasticity. 

In the ordinary least squares (OLS) coefficients provide the regression equation that minimises the sum of squares errors ([image: image300.png]


 , but in a weighted least squares (WLS) regression the estimated equation minimises by  [image: image302.png]
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 is a weight given to the ith observation.  Therefore, WLS regression is used in the presence of non-constant variance. If the variance of ith observation is[image: image306.png]
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Therefore, the entire OLS model was divided by [image: image312.png]
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Moreover, the use of PLS-SEM and SmartPLS3 enriched the methodological support.  This method was developed by Ringle, Wende, and Will (2005).  There are sub-models in SEM which are outer and inner measurement models.  The outer measurement models determine the relationship between the latent variables and their observed indicators. On another hand, the inner measurement models are models that describe the relationship between independent and dependent latent variables (Wong, 2013).  PLS-SEM becomes a good alternative for covariance based–structural equation modelling (CB-SEM) because it offers high predictive accuracy and high-valued structural path coefficient (Wong, 2013).
On the other hand, non-linear data analytics methods were applied. The probit regression and neural network analysis were done.  The probit regression analysis is one of the non-linear models that explain the probability function of binary responses. This data analytic tool was relevant in this study because it provided the likelihood of event occurrence. Hence, its uses in economic studies are well appropriately to estimate the probability or chances of economic output conditioned to the limiting factors (Hahn and Soyer, 2017). Therefore, probit modelling was relevant in this study. The parameter estimation was by MLE with a Newton-Raphson method. Moreover, the covariance matrix was estimated by a model-based estimator.    
In addition, a neural network analysis was done. The artificial neural network (ANN) analysis is currently the preferred tool in predicting variables (Haykin, 1998; Ripley, 1996). Hence, it is a time to recognise a neural network as a potential tool for data analysis (Warner, and Misra, 1996). One of the advantages of the neural network over other data analysis tools is the power of the determination of the functional relationship between the dependent and independent variables (Warner, and Misra, 1996). 
In other words, the neural network analysis does not impose a functional relationship between the independent and dependent variables. Instead, the functional relationship is determined by data in the process of finding values for the weights. Hence the neural network analysis can approximate any continuous function without a pre-relationship assumption or functional form (Warner, and Misra, 1996). The common ANN estimation strategies are Multilayer Perceptron (MLP) and Radial Basis Function (RBF). This study prefers MLP to RBF because of its simplicity and direct interpretation.  MLP which is its activation function is a sigmoidal non-linear function g (.), and  total input signal[image: image318.png]


,  the output zj for a single layer (hidden layer or neuron) is given as, 
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 is the jth weight of the dimensional input data i-d.  
3.11.2 Multivariate Analysis

Multivariate analysis (MVA) is the technique that allows more than one variable to be analysed at once. The MVA involves the analysis of the dependence and interdependence of the variables. The dependence analysis concerns the examination of the dependence of one or more variables (dependent variables) to another variable(s) (independent variables). These models include multiple regression, partial least squares, etc. 
On the other hand, the interdependence analysis is concerned with the examination of the relationship of variables amongst. These models include the factors analysis (FA), cluster analysis (CA), principal component analysis (PCA), etc (Kumar, Singh and Mishra, 2013). The selection of the type of MVA techniques is governed by the type of data and the purpose of the study. Therefore, in this study, both dependence and interdependent analysis MVA techniques were used. The analysis-weighted automatic linear modelling (AW-ALM), weighted least squares (WLS) stepwise regression model, and partial least squares-structural modelling (PLS-SEM) were used. 

Moreover, the factor analysis techniques which are exploratory factor analysis (EFA) and confirmatory factor analysis (CFA) were used in this study. The EFA was used to uncover the underlying structure of a relatively large set of variables (Suhr, 2006; Prudon, 2015).  The orthogonal rotation (Varimax) was used to determine the maximum variables that determine a common model (Nelson, Canivez, Lindstrom, and Hatt, 2007). The suggested cut-off of the loading in the pattern matrix in EFA is at least 0.50 (Hair et al.2018; Nelson et al. 2007). On the other hand, the CFA is a statistical technique that was used to verify the factor structure of a set of observed variables as suggested by Suhr (2006), Prudon (2015), and Kumar et al. (2013).  It is measured by Bentler-Raykov square multiple correlation coefficients (mc2) which should be equal to the R2 of the linear equation of the observed variables and latent variables and must be at least 0.50 (Henseler et al. 2009; Hair et al. 2011).  
3.12 Validity and Reliability of Data

Validity and reliability tests are common data quality measured in quantitative studies. Therefore, the sound measurement must meet the tests of validity and reliability (Kothari, 2009). Actually, these measures are considered for evaluation of the measurement tools, such as questionnaires (Kothari, 2009; Heale and Twycross, 2015). Validity refers to the extent to which a test measures what we wish to measure and the reliability has to do with the accuracy and precision of a measurement procedure (Kothari, 2009; Heale and Twycross, 2015; Saunders et al. 2009; Taherdoost, 2016).
3.12.1 Reliability of Data Used in the Study
 
Reliability refers to a degree of accuracy or precision (consistent results) in the measurements made by the research instrument (Mohajan, 2017). Broadly, reliability is either single observed variable (external) reliability or internal consistency (constructs) reliability (Allen and Yen, 1979).  External reliability is defined as an ability of a measure to remain the same overtimes despite uncontrolled testing conditions or respondents themselves (DeVillis, 2006). 

On the other hand, the internal consistency reliability is the degree to which different test items that probe the same construct produce similar results (Allen and Yen, 1979). The external reliability was evaluated by using SME standardised outer loadings of observed variables as it is suggested to be the best method (Götz, Liehr-Gobbers and Krafft, 2010). The observed variables with outer loadings of at least 0.70 are suggested to be greatly acceptable (Chin, 1998; Hair, Sarstedt, Pieper, and Ringle, 2012). On the other hand, the internal consistency reliability was examined by using the rho-A coefficient as suggested that is better than common measures such as Cronbach’s alpha and composite reliability (Cronbach, 1951; Jöresko, 1971; Dijkstra and Henseler, 2015). The cut-off value of the rho-A coefficient value is 0.70 or 70 percent.  Hence, the rho-A coefficients were used in this study.  

3.12.2 Validity of Data Used in the Study

Another aspect to evaluate the reflective measurement model is to test the validity. Validity is the ability of an instrument (questionnaire) to measure what it is designed to measure (Robson, 2011; Pallant 2011; Thatcher, 2010). There are various validity tests, in this study preferred the construct validity which is especially important for empirical measures and hypothesis testing for the construction of theories (Mohajan, 2017). Construct validity involves testing a scale in terms of theoretically derived hypotheses concerning the nature of underlying (latent) variables or constructs (Pallant, 2011).  
Construct validity of the instrument (questionnaire) is evaluated through convergent and discriminant validity. Convergent validity refers to the extent to which scores on a measure share a high, medium, or low relationship with scores obtained on a different measure intended to assess a similar construct (Messick, 1995).  This study evaluated the convergent validity by the average variance extracted (AVE) of the latent’s construct which has a minimal acceptance value of 0.50 (Hair, Risher, Sarstedt, and Ringle, 2019). 
Moreover, the discriminant validity, which is the extent to which is empirically distinct from other constructs in the structural model was evaluated. Traditionally, discriminant validity is measured by Fornell and Larcker (1981) that assume that the construct’s AVE should be not less than the squared inter-construct correlation (shared variance) of that reflective constructs in the structural model. Recent researches indicate, however, that this metric is not suitable for discriminant validity assessment. For example, Henseler, Ringle, and Sarstedt (2015) show that the Fornell –Larcker criterion does not perform well, particularly when the indicator loadings on a construct differ only slightly (e.g., all the indicator loadings are between 0.65 and 0.85).

As the replacement, Henseler, et al. (2015) proposed the heterotrait-monotrait (HTMT) ratio of the correlation. The HTMT is defined as the mean value of the item correlations across constructs relative to the (geometric) mean of the average present when HTMT values are high. Henseler, et al. (2015) proposes a threshold value of 0.90 for structural models with a construct that are conceptually very similar. In such a setting, an HTMT value above 0.90 would suggest that the discriminant validity is present. But when a construct is conceptual more distinct, a lower, more conservative, a threshold value is suggested, such as 0.85 (Henseler et al., 2015). Therefore, this study used the HTMT ratio as suggested to be suitable and effective. The convergent validity was assessed by the correlation of the construct with alternative measures of the same concept; the procedure is referred to as the redundancy analysis (Chin, 1998). Moreover, the colinearity of the latent variables was examined by using the variance inflation factor (VIF) value. 
3.12.3 Reliability and Validity Issues on Exploratory Factor Analysis

The exploratory factor analysis (EFA) is a statistical method that increases the reliability of the scale by identifying inappropriate items that can then be removed (Yu and Richardson, 2015). It also identifies the dimensionality of constructs (data redundancy) by examining the relations between items and factors when the information of the dimensionality is limited (Netemeyer, Bearden, and Sharma, 2003). Therefore, EFA was performed at the early stage of developing a new or revised instrument (Wetzel, 2011).

EFA process begins with an initial analysis run to obtain eigenvalues for each factor in the data. Next Kaiser-Meyer-Olkin measures of sampling adequacy (KMO) test and Bartlett’s Test of Sphericity were executed to determine to construct validity and to confirm that the data collected for explanatory factor analysis (EFA) were appropriate. The KMO test was used to verify the sampling adequacy for the factors analysis and Bartlett’s Test of Sphericity was used to determine if the correlation between items were sufficiently large of EFA. Bartlett’s Test of Sphericity should reach a statistical significance of less than 0.05 to conduct the EFA (Ugulu, 2013).  If the results of the initial EFA show items which are loading on wrong factors or cross-loading on multiple factors, those items are deleted in order, and the EFA re-performed until a simple solution is achieved.  The issue of reliability on EFA was tested by using the rho-A coefficient as suggested to be effective in factor analysis (Dijkstra and Henseler, 2015).

3.13 Data Accuracy and Descriptive Analysis

Data accuracy is one of the components of data quality. It is referred to whether the data values collected or stored for an object are correct (Redma, 1996; Olson, 2003). The data accuracy can be measured in two aspects, its form, and content. The data form accuracy is based on how the data adhered to the standard format or behaviour (Redma, 1996). On the other hand, data content accuracy refers to the adequacy and relevancy of the information contained in the data. This is usually measured by the reliability and validity of the data (Kothari, 2009; Saunders et al. 2009).  
The data accuracy helps to prevent the wasted time and cost for implementing the ineffective model/initiative due to incorrect information. The form data accuracy is the most important because it eliminates ambiguities about the content data accuracy. Therefore, in this study, the form data accuracy was considered to test the data behaviour (form) standard in the aspect of normality distribution of the observations, multicollinearity behaviour of the latent variables, and the autocorrelation of the latent variables. 
3.13.1 Testing for Normality  

Normality is the assumed phenomenon in studies that the observation is drawn from the bell-shaped distribution, with zero means. This assumption implies the conclusion of the findings. Das and Imon (2016) suggested that the issues of the departure from the normality affect the robustness or power of the diagnostic statistics such as t and F tests.  Furthermore, if the observation is not normally distributed the associated normal, chi-square is inaccurate, and consequently, the t and F tests are not generally valid in finite samples (Das and Imon, 2016). This is supported by other scholars such as Koenker (1982) who contended that the power of the t and F test is extremely sensitive if the observation is normally distributed.

 Moreover, Bera and Jarque (1982) suggested that homoscedasticity and serial independence tests for normal observation may result in incorrect conclusions under non-normality distribution. The main tests for normality are Kolmogorov –Smirnov (K-S) test, Lilliefors Corrected K-S test, Shapiro-Wilk test, Anderson-Darling test, and others. According to Das and Imon (2016), the most powerful test is Kolmogorov –Smirnov (K-S) test and Shapiro-Wilk test and can be computed by the use of SPSS software. Therefore this study tested normality by using K-S and Shapiro-Wilk test as recommended to be powerful measures of normality. 
3.13.2 Testing for Multicollinearity 
In a multiple regression analysis, multicollinearity is defined as the linear relationship among the independent variables. In other words, multicollinearity is a situation that there is a great inter-correlation among the factors in the multiple regression model (Shrestha, 2020). According to Daoud (2017), multicollinearity is a phenomenon that two or more independent variables are correlated.  If this situation happens the standard error of the model coefficient increase, and consequently, can lead to some or all variables to less significant. This situation distorts the individual effects of the predictors/independent variables on the dependent variable(s). 

Moreover, multicollinearity can prompt more extensive confidence intervals and less solid likelihood esteems for the predictors. Therefore, the finding with the multicollinearity problem may not be trustworthy (Shrestha, 2020). Daoud (2017) concluded that multicollinearity is one of the serious problems that should be resolved before starting the process of modelling the data.  The common multicollinearity statistic test is correlation coefficient (r), variance inflation factor (VIF), and Eigenvalue method. The r-value above 0.8 is considered to exhibit multicollinearity issues (Shrestha, 2020). VIF value which used to measure how much the variances of the estimated regression coefficient is inflated if the independent variables are correlated. The critical value is less than 5 (Shrestha, 2020; Daoud, 2017). This study used VIF values as provided automatically by the PLS-SEM and SPSS.  The VIF value was given by 
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  Where  R2 is the coefficient of determination, and 1-R2 is the tolerance.

3.13.3 Testing for Autocorrelation Assumption

The least-square estimates of the parameters in linear models are highly inefficient in the presence of auto-correlated errors (Lee and Lund, 2004). The OLS estimates for linear models are biased and generally inconsistent (Breusch, 1978).  Moreover, other diagnostic statistics like R2, t, and F tests are invalid in the presence of auto-correction (Green, 2000; Toor and Ul Islam, 2019). Fitts (1973) confirmed that failure to allow autocorrelation of the disturbance in a regression model can lead to biased and inconsistent parameter estimates, particularly if the model is autoregressive. Therefore, testing for auto-correlation is highly needed by any researcher as suggested by Durbin and Watson (1951).  The common autocorrelation statistics tests are the Durbin H test, Durbin M test, Breusch-Godfrey LM test, and Box –Pierce-Ljung statistics (Toor and UI Islam, 2019). 

Toor and UI Islam (2019) compared these autocorrelation statistics and concluded that the Durbin M test or sometimes known as the Durbin alternative test is a powerful autocorrelation statistics test for all sample sizes. The study performed an autocorrelation test to determine the availability of serial correlation within the variables.  To test for first-order correlation, the Durbin-Watson (DW – statistics) was used. Given the following first-order process, let the general linear regression model be;
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Then, the z denotes the residuals from the regression, 
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Therefore, the Durbin –Watson statistics (d) is given by 
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According to Durbin and Watson (1951), DW values in the range of 1.5 to 2.5 are relatively normal. Values outside of this range could be cause for concern. The hypothesis for the Durbin Watson tests is the null hypothesis that there is no first-order autocorrelation and the alternative hypothesis is that there is a first-order correlation. 
3.13.4 Test for Heteroscedasticity

One of the standard assumptions of a linear model is that errors are independently identically distributed (i.i.d). This situation of the error to be i.i.d is known as homoscedasticity. If the errors are not i.i.d, the situation is known as heteroscedasticity, that the distribution has different variances.   Heteroscedasticity is given when var(s2) takes a positive value (s2>0)  and the homoscedasticity holds if var (s2) =0 ( Klein, Gerhard, Buchner,...and Schermelleh-Engel, 2016; Breusch and Pagan, 1979; Cook and Weisberg, 1983). 
This study used the Breusch- Pagan / Cook-Weisberg (B-P/C-W) test of heteroscedasticity independently developed by Breusch and Pagan (1979) and Cook and Weisberg (1983) which is detecting any linear form of heteroscedasticity.  The B-P/C-W tests the null hypothesis that errors variances are all equal to zero, i.e., constant variation (var(s2) = 0), and the alternative hypothesis that error variances increases or decreases, i.e., non-constant variation (var(s2)>0) (  Klein, et al. 2016;  Breusch and Pagan, 1979; Cook and Weisberg,1983). The large chi-square would indicate the presence of heteroscedasticity.

3.14 Ethical Consideration

This study adhered to ethical considerations. These ethical considerations either asked to or guided a researcher to collect the data. The ethical consideration that adhered to this study is detailed in the next subsections. 

3.14.1 Voluntary Participation Clearance 
According to Marshall, Adebamowo, Adeyemo, ... and Rotimi (2006) voluntary participation is a situation where an individual or participants is not forced or induced indirectly to participate in research.  Moreover, during the research, the participant was told that his /her participation is free of his/her choice to participate or not. Marshall et al. (2006) emphasised that voluntary participation is achieved only if a participant was happy to be involved or participated in a research. This study preferred to use orally method because is so flexible that can assess the direct impression of a respondent. 
Therefore, in this study, the respondents were told that their participation is voluntarily required, and they asked if they are happy with their participation. All those who qualified for these preliminary inquiries were sampled for the study.  After the voluntary participation was confirmed or cleared, then the informed consent and confidentiality, and anonymity were adhered to.

3.14.2 Informed Consent Clearance
 Informed consent is the process where a participant is informed about all aspects of the trial, which is important for the participant to a make decision (Nijhawan, Janodi, Muddukrishna,.., and Musmade, 2013). Moreover, after studying all aspects of the trial the participant voluntarily confirms his/her willingness to participate in a particular trial (Nijhawan et al. 2013). According to Marshall et al. (2006), informed consent represents a key ethical concern in community–based studies. It is universally accepted as a pre-condition for scientific research involving human beings.  The informed consent can be granted asked a participant orally or in a written document.  The study asked the consent from participants orally. Before to involve a participant was asked and informed all about the purpose of the study, and the content or information required by a researcher. Only, the respondents that are consented were involved in the study. 
3.14.3 Confidentiality and Anonymity Clearance
The Research Ethics Board of the Ryerson University in Canada suggested that all researchers conducting studies involving humans must protect the privacy of their participants (Research Ethics Board, 2017).  That is, a researcher should take measures to safeguard sensitive and personal information.  Research Ethics Board or simply the board suggested two ways to ensure the privacy of participants who are conducting anonymous and confidential research. The Board is in line with Allen (2017) who suggested that confidentiality and anonymity are ethical practices designed to protect the privacy of a human subject during the data collection, analysis, and reporting. The Board defined anonymous research as the research that does not disclose identifiable information of the respondents, such as names, phone, home addresses, etc. 
The clearance of confidentiality and anonymity were done by using a self-administered survey method of collecting data. For example, a participant was not required to indicate his name, home address. Although some identifying information such as names and mobile numbers were optionally asked for office data editing if required.  The confidentiality was assured on the fact that the data was used only for academic purposes as the content sought. These ethical considerations are selected due to the fact they are likely to increase the trust of a researcher, hence increasing the responding rate (Hennink and Kaiser, 2019). 

CHAPTER FOUR 
RESEARCH FINDINGS AND DISCUSSION

4.1 Overview  
The previous chapters explain the research background, literature review, and methodology of this study. This chapter presents the research findings and discussion. However, the quality evaluation of measures (questionnaires), the data or variables modelling was done and in detail presented in this chapter. Both the quality evaluation of measures and data modelling were done by using the partial least squares –structural equation modelling (PLS-SEM) with the aids of SEM-Smart PLS 3 software, stata software, and statistical packages for social sciences (SPSS) software. 
The quality evaluation of measures and data involved the pilot study and questionnaires redesign and evaluation of the outer measurement model. The evaluation of the outer measurement model involved reliability, validity, autocorrelation, multicollinearity, and normality tests. On the other hand, data modelling involved the evaluation of the inner or structural measurement model and the evaluation of the goodness-of-fit indices of the structural model.  
In the early stage of data collection (piloting stage) the collection tools were modified according to the piloting sample observations. This study used preliminary self-checklist questionnaires of psychological limiting factors that influence economic growth and randomly distributed to a piloting sample of 15 respondents. After collecting the data from 15 respondents of the piloting sample the self-checklist questionnaires were redesigned accordingly to the respondents’ detected defaults. The research questionnaires were redesigned by incorporating the valuable suggestions from the respondents’ miss-design detected during the piloting stage of collecting data.  
4.2 Demographic and Other Related Information
Descriptive analysis was the first statistical operation that was done after secondary data collection.  Respondent’s demographic analysis and interpretations were done then followed by multivariate data analysis. The respondent’s demographics involved gender, age, marital status, occupation, and education level. The demographic data have great importance in the empirical study. The demographic data or information helps a researcher to understand how the population or sample of the study is relevant and qualified for answering or being tested with the study hypotheses or research problem (French, 2014). Demographics offer a generalization of particular geography’s population, based on the sampling of people in that geography (French, 2014).  Le Tan and Trang (2017) evidenced that there is a relationship between demographic factors and knowledge sharing. Due to this fact, demographic factors are evident to have an impact on researching credibility (Le Tan and Trang, 2017). 
The sample of the study was 211 respondents from Mwanza and Kagera regions. The respondents from Mwanza were 111 individuals, 61 individuals from Nyamagana district, and 50 individuals from Misungwi district. Moreover, respondents from the Kagera region were 100 individuals, 50 individuals randomly sampled from Bukoba district, and 50 individuals from Muleba district. The response rate of respondents was 100 percent in each region and district.  The demographic characteristics of respondents which are gender, age, marital status, occupation, and education level are presented (Table 4.1).
Table 4.1: Demographic Information of the Respondents in Mwanza and Kagera 

	Variable    
	Variable category      
	Frequency
	Percent

	Region
	
	Mwanza
	Kagera
	Mwanza
	Kagera

	Gender
	Female
	24
	51
	21.6
	51.0

	
	Male
	87
	49
	78.4
	49.0

	Age


	18-30
	48
	64
	43.2
	64.0

	
	31-40
	28
	17
	25.2
	17.0

	
	41-50
	20
	14
	18.0
	14.0

	
	51-60
	11
	4
	9.9
	4.0

	
	61-70
	4
	1
	3.6
	1.0

	Education 
	Co/University
	7
	12
	6.3
	12.0

	
	Primary
	70
	48
	63.1
	48.0

	
	Secondary
	34
	40
	30.6
	40.0

	Marital status
	Divorced
	5
	2
	4.5
	2.0

	
	Married
	78
	54
	70.3
	54.0

	
	Separated
	2
	0
	1.8
	0.0

	
	Single
	26
	44
	23.4
	44.0

	Occupation
	 Accountant
	1
	1
	0.9
	1.0

	
	 Business
	45
	61
	40.5
	61.0

	
	 Farmer
	64
	33
	57.7
	33.0

	
	Teacher
	1
	5
	0.9
	5.0


Source: Researcher data (2021).
Table 4.1 shows the demographic information of the respondents sampled in the Mwanza and Kagera region in 2020. The study employed gender in the male-female ratio of 1:0.28 in the Mwanza region and 1:1.04 in the Kagera region, these ratios were obtained naturally or randomly during the data collection. In general, the male-female ratio is 1:0.36 which indicates that the study involved more male-gendered respondents which increase the reliability and credibility of the study as suggested by Miller and Karakowsky (2005). 

The study employed a broad range of ages of the respondents from 18 to 70 years. This increases the credibility of the finding (Le Tan and Trang, 2017; Boateng, Dzandu, and Agyemang, 2015; Ismail and Yusof, 2009).  On the other hand, the study covered a broad range of education levels from primary to college or university level, also this increases the trustworthiness of the responses (Le Tan and Trang, 2017; Mogotsi, Boon and Fletcher, 2011).  The study evident broad ranges of marital statuses of respondents which include a single, married, separated, and divorced status, this helped to capture a wide psychological dimension of the respondents (Hamis, 2019). Moreover, the occupation of the respondents which is dominant in the sample is a farmer which is composed of 57.7 percent in the Mwanza region and 33.0 in the Kagera region. 
4.2.1 Gender of Respondents

The results in figure 4.1 for gender indicate that 78.4% and 49.0% are male in Mwanza and Kagera respectively used to examine and model the psychological limiting factors that determine the economic growth. This finding result indicates that female respondents in Kagera 51.0% are higher than males hence the issue of gender balance was considered by a researcher due to the percentage of the female being higher than male. 
Table 4.1 presents the percentage distribution of respondents by their sex categories. There was a large difference in the percentage of respondents along the Mwanza region sex lines. The female was relatively fewer and accounted for 21.6% while the remaining 78.4% were males. This finding signifies that in the Mwanza region there is gender inequality in the composition of respondents by sex and this is caused by the reality that the study area is affected by cultural factors; therefore, the man has power decision in the family than women are more compared to male. That is why the researcher did not regard balance on sex and decided to accept a number of females participated. 
4.2.2 Age Group of Individuals

The results in Table 4.1 for age shows that 43.2%  and 64.0% of individuals whose age are between 18 to 30 years old in Mwanza and Kagera respectively used to examine and modelling the psychological limiting factors that determine the economic growth. These results indicate that young people as the active age of individuals are affected with non – economic factors in day-to-day general income activities. These results are in line with that of Agunleye et al., (2018) who claimed that the majority of smallholder farmers enjoy the use of psychological limiting factors that determine the economic growth because they are being mobilized by those limiting factors on how to utilize non – economic factors are given through environmental.
4.2.3 Marital Status of Individuals

 Marital status results in Figure 4.2 in indicates that 70.3% and 54.0% married individual used to examine and modelling the psychological limiting factors that determine the economic growth in Mwanza and Kagera region respectively. These results indicate that majority is the married of the individuals in the study area were easily mobilized into groups which helped them for doing activities for income generation. These groups provided credit to group members in all the seasons and enjoyed the use of this type of credit. 
4.2.4 Education Level of Individuals 

Table 4.2, the study sought to establish the level of education of the respondents. The level of education was important in the study because it showed whether the respondents had an adequate level of education to understand the concept and language of the study. Findings in Table 4.2 show that a large proportion of respondents of the primary school (63.1%) and 48.0 in Mwanza and Kagera region of education compared to the 6.3% and 12.0% in Mwanza and Kagera respondents with a University level of education respectively. This implies that there is a large proportion of members of primary school level of education were involved to examine and model the psychological limiting factors that determine the economic growth in Mwanza and Kagera region. 
4.3 Descriptive Satistics 

The study estimated the mean, minimum and maximum values of each variable in the study (Table 4.2). The economic growth (averaged GDP per capita) was 1.6272 TZ million, with a range of 0.283 TZ million to 4.992 TZ million. The psychological human behaviour score or index (Hube) is averaged to 0.7199, with a range from 0.201 to 1.  Moreover, other psychological factors such as Ecofa, Envi, and Demo have averaged at 0.7048, 0.6727, and 0.6264 respectively (Table 4.2).   
Table 4.2: Descriptive Statistics of the Variables of the Study

	Variable
	Obs
	Mean
	Std. Dev
	Min
	Max

	AGDPP
	211
	1.6272
	0.7929
	0.2832
	4.9920

	Hube
	211
	0.7199
	0.1525
	0.2010
	1

	Ecofa
	211
	0.7048
	0.1761
	0.2010
	1

	Envi
	211
	0.6727
	0.2033
	0.2110
	1

	Demo
	211
	0.6264
	0.1853
	0.1850
	0.985


Source: Researcher data (2021).

Table 4.2 shows the mean, minimum and maximum values of both the independent and dependent variables. The sample shows the minimum average psychological index of psychological demographic characteristics (Demo) which is averaged at 0.6264 or 62.64 percent, with a range from 0.185 to 0.985. This indicates the high variation among the community or sample of the study. The psychological human behaviour index (Hube) and psychological economic factors index (Ecofa) have equal ranges, that from 0.201 to 1. The psychological environmental factors index (Envi) has a range of 0.211 to 1. 

4.4 Quality Evaluation of Data and Measures

The quality evaluation of data and measures was aimed to examine the quality and appropriateness of the data and measures used for the study. In other words, this process is a prerequisite for the data modelling process. This evaluation was done to examine the outer (measurement) and inner (structural) models of economic growth.  

4.4.1 Evaluation of Measurement (outer) Models

The measurement or outer models are models that establish the linear relationship between the observed variables and latent variables.  Usually, these models have either a reflective or formative role in their construct (Hair et al.2019).  The validity of the observed variable to belong to its construct and distinguishing from other constructs are some of the evaluative criteria for outer models. Moreover, the reliability of the questionnaire used to collect data is important. Other data qualities such as distributional quality, autocorrelation, and multicollinearity are some of the important modelling clearance. Therefore, the evaluation of measurement models was done purposely to get both data and measures clearance in the aspects of reliability, construct validity, collinearity, normality, autocorrelation, heteroscedasticity, and inter-dependence of observed variables; their respective statistics are provided (Table 4.3). 

Table 4.3: Statistics for Evaluation of Measurement Models 
	Statistical Test (T)
	Phenomenon tested
	Empirical value range
	Criterion  values
	Decision /Interpretation

	Rho_A
	Reliability 
	0.932  -  0.975
	At least 0.70
	Questionnaire is reliable

	Average variance extracted (AVE)
	Convergent validity
	0.863 - 0.925
	At least 0.70
	Items converges to construct (similar)

	Heterotrait-Monotrait (HTMT) 
	Discriminant validity
	0.277 - 0.674
	At most  0.85
	Items discriminate from other constructs

(dissimilar)

	Variance inflation factors  (VIF)
	Collinearity 
	1.00 - 1.380
	At most 5
	No collinearity

	Kolmogorov-Smirnov (K-S) and Shapiro-Wilk tests (S-W)
	Normality 
	K-S (Sign)

0.054 - 0.090

S-W (Sign)

0.052- 0.081
	At most 0.10
	Normal distribution

	Durbin-Watson 
	Autocorrelation 
	1.914
	Near 2
	No autocorrelation

	The Breusch-Pagan/Cook-Weisberg test
	Heteroscedasticity
	Chi-Sq: 5.21

P-value: 0.023
	At most 0.10
	Heteroscedasticity presence (use of WLS model)

	Factor loadings


	Exploratory factor 

Analysis
	0.8459 -0.9330
	At least 0.50
	Interdependence present

	Bentler-Raykov  test (mc2)
	Confirmatory factor analysis
	R2= mc2 = 0.6457 -0.9468
	R2= mc2 = at least 0.50
	Constructs are  independent


Source: Analysed field data (2021). 
Table 4.3 shows the data and measurement model evaluative statistics. The table provides evidence that the questionnaire was reliable because it has empirical values of rho_A coefficients ranging from 0.932 to 0.975 which is within the recommended values of at least 0.70 (Dijkstra and Henseler, 2015). On the other hand, the construct validity was ensured in this study as the empirical value of AVE and HTMT ranges from  0.863 to 0.925 and from 0.277 to 0.674  which is within the recommended values of at least 0.70  and at most 0.85 respectively (Henseler et al. 2015; Hair et al. 2019).  
Moreover, the study ensured the basic standard assumptions of the linear model. The table evidences that the linear (outer) model is free of collinearity problem because its empirical value of VIF ranges from 1.00 to 1.380 which is within the recommended values of at most 5 (Shrestha, 2000; Daoud, 2017).  Moreover, the study found no autocorrelation of data as its empirical values of Durbin and Watson (DW)  value is 1.914  which is within the recommended range values of  1.5 to 2.5 (Lee and Lund, 2004). Also,  the study ensured that the data were normally distributed because the significance values of   Kolmogorov-Smirnov (K-S) and Shapiro-Wilk (S-W) tests range from 0.054 to 0.090  and 0.052 to 0.081 respectively, which is within the recommended values of 0.05 (Bera and Jarque,1982). 

The study evidenced the presence of heteroscedasticity because the significant value of the Breusch-Pagan/Cook-Weisberg test is 0.023 which is less than the recommended value of 0.05 (Klein et al.2016). Furthermore, the study confirmed that the observed variables are interdependent within a construct (exploratory factor analysis)  because the empirical correlation factor loadings (varimax rotation)  range from 0.8459 to 0.9330 which is within the recommended value of at least 0.50 (Hair et al.2018; Nelson et al.2007). On the other hand, the study ensured that each construct measures its expected theoretical assumption (confirmatory factor analysis) because the empirical values of Bentler-Raykov square multiple correlation coefficients (mc2)  range from 0.6457 to 0.9468  and is equal to the range of R2,  which is within the recommended value of at least 0.50 (Henseler et al.2009; Hair et al.2011).  
The Kaiser-Meyer-Olkin measure of sampling adequacy (KMO) was done to ensure the data adequateness for factors analysis and found to 0.891 which is within the recommended values of at least 0.50 (Ugulu, 2013). Moreover, Bartlett test of sphericity was done and found to have a chi-square of 3987.124, and a p-value of 0.000, which indicates that the null hypothesis was rejected that items or variables are not inter-correlated, hence, the items or variables are inter-correlated, since its p-value is less than a critical value of the significance level of 0.05 (Yu and Richardson, 2015).    
4.4.2 Evaluation of Structural Models  
The structural models are a set of models which describe the linear relationship among the latent variables (endogenous and exogenous). The models include the direct and indirect (mediated) relationships presented by PLS paths. The standard evaluation criteria, which considered, include the coefficient of determination(R2), the blindfolding-based cross-validated redundancy measure (predictive relevance of the model (Q2)),  effect size (f2),   goodness-of-fit (GOF) index, and predictive power (Q2_Predict) (Table 4. 4).   

Table 4.4: Evaluation Criteria Statistics for Structural Models
	Statistical Test (T)
	Phenomenon tested
	Empirical value
	Criterion   values
	Decision /Interpretation

	Coefficient of determination (R2)
	In-sample predictive power
	0.555
	> 0.25, 0.50 & 0.75

(weak-substantial)
	High  in-sample predictive power

	Model predictive relevance (Q2)
	Predictive accuracy of PLS Model
	0.074 - 0.524
	> 0, 0.025 & 0.50

(small – large)
	Medium to large predictive accuracy

	Effect size (f2)
	Variable removal effect
	0.020 - 0.496
	0.02, 0.15 & 0.35 (small-large)
	Demo – highest Envi- the least 

	Goodness –of- fit (GOF) index
	Empirical data fits
	0.4984
	0.10, 0.25 & 0.36 (small-large)
	Large empirical fitness

	Predictive power (Q2_Predict)
	Out-sample predictive power
	0.087 - 0.196
	> 0, 0.25 & 0.50

(Small-large)
	Small to medium out-sample predictive power


Source: Analysed field data (2021).
 Table 4.4 profiles that the structural model (hereafter the model) has a determination coefficient (R2) of 0.555 which indicate a moderate predictive accuracy of the model’s explanatory power (in-sample predictive power) (Henseler, Ringle and Sinkovics, 2019; Rigdon, 2012; Shmueli, and Koppius, 2011).  On the other hand, the effect size (f2) values which range from 0.020 (small) to 0.496 (large) indicates that the effect of removal of a certain predictor constructs on endogenous construct’s R2 value ranges from small (0.020)  to large (0.496) effects (Hair et al. 2019; Cohen, 1988).

Moreover, the table evidence that the predictive relevance (Q2) values range from 0.074 to 0.524 indicates that predictive accuracy of the PLS path model ranges from medium (0.074) to large (0.524) as within the recommended ranges of 0.020 (small) to 0.35(large) (Rigdon, 2014; Sarstedt, Ringle, Henseler and Hair, 2014; Shmueli, Ray, Velasquez and Shatla, 2016; Sarstedt, Ringle and Hair, 2017; Hair et al. 2019). The Q2 prediction ranges from 0.087 to 0.196 which indicates that the out-sample predictive power of the structural model ranges from small (0.087) to medium (0.196) as suggested by Shmueli, Ray, Velasquez, and Shatla (2016).  The goodness-of-fit (GOF) index of the model is 0.4984 which indicates a large empirical model fitness as it is within the range of recommended values of 0.10 (small), 0.25(medium), and 0.36 (large) (Tenenhaus, Esposito, Chatelin and Lauro, 2005).
4.4.3 The Path Coefficients of the Structural Models 
The path coefficient ([image: image343.png]


value) denotes the expected variation in the dependent construct for a unit variation in the independent construct(s) (Chin, 1998).  The [image: image345.png]


value of every path in the hypothesised model was computed, the greater the [image: image347.png]


value the more the substantial effect on the endogenous latent construct. To test the significance of the path coefficient and t-statistics value, a bootstrapping procedure using 5000 subsamples (Table 4.5).
 Table 4.5: Path Coefficients of the Structural Model with T-Value and P-Values
	 PLS-Model/Path
	Original Sample (O)
	Sample Mean (M)
	Standard Deviation (STDEV)
	 t  statistics (|O/STDEV|)
	p values

	Demo -> AGDPP
	0.544
	0.550
	0.065
	8.426
	0.000

	Demo -> Ecofa
	0.313
	0.314
	0.073
	4.314
	0.000

	Demo -> Envi
	0.298
	0.299
	0.065
	4.610
	0.000

	Ecofa -> AGDPP
	0.306
	0.300
	0.056
	5.472
	0.000

	Ecofa -> Envi
	0.078
	0.081
	0.079
	0.996
	0.319

	Envi -> AGDPP
	-0.110
	-0.105
	0.069
	1.599
	0.110

	Hube -> AGDPP
	0.163
	0.158
	0.064
	2.560
	0.011

	Hube -> Demo
	0.297
	0.298
	0.069
	4.283
	0.000

	Hube -> Ecofa
	0.222
	0.219
	0.077
	2.892
	0.004

	Hube -> Envi
	0.305
	0.306
	0.070
	4.354
	0.000


Source:  Analysed field data (2021)

Table 4.5 shows the path coefficients, t-values, and p-values of the structural model. The table profiles that the most impactful variable is Demo, with a positive coefficient of 0.544, a p-value of 0.000. Therefore, the study concluded that the Demo has a positive significant impact on economic growth at 99 percent of confidence since its p-value is less than the critical value of 0.01. Moreover, the study evidenced the significant positive impact at 99 percent of the confidence level with Ecofa and economic growth.  However, the study evidenced that Envi has an insignificant negative impact on economic growth. The Hube has a positive coefficient of 0.163, with a p-value of 0.011. Therefore, the study concluded at 95 percent of the confidence level that Hube has a positive significant impact on economic growth.  Moreover, the study established partial least squares of structural equation modelling (PLS-SEM) algorithm to indicate the formative and reflective indicators of the structural model (Figure 4.1). 
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Figure 4.1: Partial Least Squares – SEM (PLS-SEM) Algorithm

Source:  Analysed field data (2021).

Figure 4.1 shows the PLS-SEM algorithm for reflective and formative indicators.  The PLS-SEM algorithm shows the direct and indirect paths of the structural model. Both the direct and indirect paths have “casual effects”, which implies the application effect of the variables in the path. The direct paths directly link the explanatory variables to the dependent variable (economic growth). However, indirect paths affect economic growth via mediating factors.
4.4.4 Mediation Analysis of the Structural Models
For a better conclusion on the linear assumption, the analysis of the mediation effect is the most important. The presences of the mediating factors influence the linearity behaviour or the direct relationship between the dependent variable to independent variables. This analysis was done by calculating the variance account for (VAF) ratio for each specific indirect effect.  The VAF is the ratio of the indirect effect to the total effects in the structural model (Table 4.6).  According to Hair et al.(2019) the VAF of ranges from at most 0.20 (no mediation),  less than 0.80 (partial mediation), and at least 0.80 (full mediation).  The linear relationship between Hube and economic growth was mediated by Demo and found that the indirect effects of Demo are explained about 4.29 percent of the total effects which indicates that there are no mediation effects on the PLS path model of Hube to economic growth (Hair et al.2019). Therefore, Hube has a direct impact on economic growth.    

The linear model of Demo and economic growth was mediated by Ecofa and its VAF is 0.159, which indicates that about 15.9 percent of the total effects of the linear model are due to Ecofa mediation. Therefore, Demo has a direct impact on economic growth. On the other hand, the linear relationship between Hube and economic growth is mediated by Demo and Ecofa which the path model has a VAF of 0.075, which indicates that about 7.5 percent of the total effects are due to mediating effects of Demo and Ecofa. Therefore, Demo and Ecofa are less mediating factors as they have a direct impact on economic growth.  It is evident that the linear relationship between Hube and economic growth is mediated by Ecofa and the path model has a VAF of 0.181, which indicates that about 18.1percent of the total effects in the PLS path models are explained by the indirect effects of Ecofa.  Therefore, the Hube has a direct impact on economic growth. 

On the other hand, the linear relationship between Ecofa and economic growth is mediated by Envi and the PLS path model has a VAF of 0.030, which indicates that about 3.0 percent of the total effects are due to Envi mediation effects. Therefore, Ecofa has a direct impact on economic growth. There is no linear relationship between Envi and economic growth, hence was eliminated in the model. 
Table 4.6:  Indirect Effects and VAF of the Construct of Psychological Latent variables

	PLS Path Models
	Original Sample (O)
	Sample Mean (M)
	St. Dev. STDEV
	t statistics |O/STDEV|
	VAF
	Mediation
	p values

	Hube - Demo -> AGDPP
	0.161
	0.165
	0.048
	3.353
	0.042
	No
	0.001

	Demo - Ecofa -> AGDPP
	0.096
	0.093
	0.023
	4.088
	0.159
	No
	0.000

	Hube-Demo -Ecofa -AGDPP
	0.028
	0.028
	0.010
	2.969
	0.075
	No
	0.003

	Hube -> Ecofa -> AGDPP
	0.068
	0.067
	0.028
	2.403
	0.181
	No
	0.016

	Hube -> Demo -> Ecofa
	0.093
	0.095
	0.034
	2.698
	0.295
	Partial
	0.007

	Hube -> Demo -> Envi
	0.089
	0.089
	0.029
	3.101
	0.213
	Partial
	0.002

	Ecofa -> Envi -> AGDPP
	-0.009
	-0.007
	0.010
	0.824
	0.030
	No
	0.410


Source: Analysed field data (2021).

Table 4.6 shows the indirect effects and the value account for (VAF) of the structural model.  The table indicates all the direct paths in the respect of their VAF are have positive beta coefficients, and significantly at 99 percent except the path model of Ecofa via Envi to economic growth which has a negative beta coefficient and insignificant.  
4.4.5 The Importance-Performance Map Analysis (IPMA)  

For policy relevance, the relative importance of the construct in the structural model is established by using IPMA.  The Standard PLS-SEM analysis provides information on how each construct plays an important role in the structural model by estimating the construct’s total effect of the structural model.  The importance-performance map analysis (IPMA) extends the results of PLS-SEM by also taking the performance of each construct into account.  It has a policy and operational relevance.  The path coefficients of IPMA on the structural model are presented (Table 4.7).
 Table 4.7: Impact-Performance Matrix for Psychological Latent Variables
	
	Unstandardized 
	Standardized  
	p values

	
	Impact
	Performance
	Impact
	Performance
	

	Demo
	274266.099
	58.442
	0.605
	58.442
	0.000

	Ecofa
	142418.588
	66.676
	0.298
	66.676
	0.000

	Envi
	-45784.500
	63.110
	-0.110
	63.110
	0.110

	Hube
	215376.256
	70.115
	0.375
	70.115
	0.000


Source: Analysed field data (2021).
Table 4.7 shows the impact-performance matrix for economic growth. The table depicts that the psychological human behaviour (Hube) which is a proxy for psychological well-being has a higher performance score of 70.11 percent than all other psychological latent variables in the model. This means that psychological well-being has higher performance (more effective to cause impact) on economic activities. The second effective factor for economic performance is the psychological economic factors (Ecofa) which have a score of 66.68 percent, significantly at 99 percent level of confidence. Therefore, the study ranked the performance of psychological limiting factors from Hube, Ecofa, Envi to Demo, and ranked the variables according to their impact (importance) on economic growth from Demo, Hube, Ecofa to Envi (Figure 4.2).
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Figure 4.2: The IPMA of Psychological Factors on Economic Growth
Source:  Analysed field data (2021).

Figure 4.2 shows the importance-performance map, which indicates that the Demo has a higher impact (importance) than others, but has a less performance score on economic growth than Hube.  Hube is less important than Demo but has higher performance on the economic growth than Demo. Moreover, the Envi has a negative impact (importance) on economic growth but has higher performance on economic growth than Demo. In general, there is a quasi- inverse relationship between the importance and performance of the psychological latent variables. 
4.5 Modelling of Psychological Limiting Factors on Economic Growth
 The evaluation of the outer (measurement) and inner (structural) models was ensuring that both outer and inner models are appropriately empirically fit to the empirical modelling of the psychological limiting factors for economic growth. Therefore, both the optimal manipulated and latent psychological determinants of economic growth were established.   The study used both linear and non-linear analytical techniques to establish the optimal manipulated and latent psychological determinants. Furthermore, the optimal manipulated and latent psychological determinants of the economic growth were structural- modelled to optimal (new developed) specific (manipulated indicators) and general (latent indicators) structural models of economic growth respectively.   

4.5.1 Optimal Manipulated Psychological Determinants of Economic Growth 
The determination of the optimal manipulated psychological determinants of economic growth was done by a combination of linear and non-linear analytic techniques. The linear relationship between the manipulated psychological variables (MPVs) and the economic growth was done by using analysis weighted–automatic linear modelling (AW-ALM), and weighted least squares (WLS) stepwise regressions. In addition, the non-linear relationship between manipulated psychological variables and economic growth was examined by probit model and neural networking analytic techniques. 

The linear and non-linear modelling of MPVs of constructs of Demo (age, income, marital status, education and number of family), Envi (environmental sustainability, social awareness of environmental issues, environmental policies, and regulations), Hube (lifestyle, motivation, and metacognition) and Ecofa (price of common goods, weather conditions and fashion of products) on economic growth were executed and the significant (optimal) variables (positive beta coefficients and p-values less than 0.10) were structurally-modelled by PLS-SEM to get an optimal (new developed) manipulated psychological structural model of economic growth. A summary of the beta coefficients and p-values of both linear and non-linear analytic techniques is provided (Table 4.8).  
Table 4.8: The Linear and Non-Linear MPVs Determinants of Economic Growth
	Variable (ln)

	Beta coefficients and p-values

	
	Linear analytic method
	Non-linear  analytic method

	
	AW-ALM
	WLS
	Probit
	ANN

	Age 
	0.603
	0.474
	4.6099
	SW: H(1:4) >0

	P-V
	0.000
	0.000
	0.001
	-

	Soa
	0.326
	0.285
	1.2105
	SW: H(1:1)>0

	P-V
	0.000
	0.000
	0.0099
	-

	Moti 
	0.681
	0.344
	1.5206
	SW: H(1:1)<0

	P-V
	0.000
	0.000
	0.154
	-

	Wea
	0.296
	0.146
	2.4516
	SW:H(1:3)>0

	P-V
	0.043
	0.113
	0.014
	-

	Pr
	0.266
	0.343
	-0.4666
	SW:H(1:3)>0

	P-V
	0.078
	0.000
	0.000
	-

	Edu
	0.187
	0.144
	0.4231
	SW:H(1:4)>0

	P-V
	0.032
	0.032
	0.391
	-


Source: Extracted from findings (2021).
Table 4.8 shows the summarised findings based on the assumption of the linear and non-linear relationship between MPVs and economic growth.  The table evidences that the variables such as age, price (Pr), and social awareness (Soa) have both a significant linear and non-linear influence on economic growth. Therefore, they are selected as “optimal manipulated psychological variables”.  Moreover, the motivation variable (Moti) was found significant under the linear analytic method and insignificant under non-linear analytic methods. Therefore, it qualified for optimal linear modelling only.  The weather condition variable (Wea) was found insignificant under WLS stepwise regression model, but it is significant with AW-ALM, therefore it was included in the optimal modelling process with PLS-SEM application. 

The entire synopsis weight hidden layer (SW: H (.)) of the variables were found significant under the neural networking, except motivation which its SW is less than zero. Therefore, all the variables, namely, age, education, motivation, price, weather condition, and social awareness were included for developing/modelling the specific optimal (final) model.  The Mwanza and Kagera regions were introduced as the dummy variables in the final model to standardize the regions’ effects on the models.
4.5.2 New Developed (optimal) MPVs Structural Model of Economic Growth
The study’s main objective was to examine and model the psychological limiting factors that determine the economic growth in Tanzania. The results from the survey have provided empirical evidence to the overall research model. There were six construct factors from which four hypotheses were developed to explain the economic growth in the Tanzanian context. The finding shows that three hypotheses were supported and have significant positive relationships. However, issues of modelling the psychological environmental factors that determine the economic growth have not been supported, the Table 4.18 profiles show that the hypothesis that tested the influence of psychological environmental factors (Envi) on economic growth has (P-value > .05). the model validated using the PLS-SEM was used to configure the MVs structural model process. Hence, their relationships were eliminated from the final model. Figure 4.9 shows the research’s final model and a summary of the model path is shown in figure 4.3, PLS-SEM algorithm of MPVs structural models of economic growth.

The optimal manipulated psychological determinants of the economic growth were further modelled to a newly developed (optimal) MPVs structural model of economic growth (Table 4.8). The regional dummy variables (Mwanza and Kagera regions) were added to the model for the identification of regional specificity. The PLS-SEM was used to configure the MVs structural model. The PLS path coefficients of the MPVs structural models were established (Table 4. 9). 
Table 4.9: PLS-SEM Coefficients of the Optimal MPVs Sstructural Model

	PLS Path model
	Coeff.
	Std.Err
	Z
	p>|z|
	95% Conf. Interval

	Age –Edu
	0.8448
	0.0418
	17.69
	0.000
	0.7512 to 0.9384

	Mwanza- Age
	0.4746
	0.2322
	2.04
	0.041
	0.0195 to 0.9296

	Mwanza – Moti
	0.6852
	0.1922
	3.56
	0.000
	0.3084 to 1.0620

	Mwanza –Edu
	-0.9840
	0.2487
	-3.96
	0.000
	-1.4715 to 0.4965

	Soa –Age
	0.4648
	0.0611
	7.61
	0.000
	0.3451 to 0.5846

	Moti –Soa
	0.2879
	0.0500
	5.76
	0.000
	0.1900 to 0.3858

	Moti –Price
	0.2013
	0.0581
	3.47
	0.001
	0.0875 to 0.3151

	Pr-Age 
	0.1728
	0.0630
	2.74
	0.006
	0.0494 to 0.2962

	Pr – Soa
	0.1713
	0.0630
	2.73
	0.006
	0.0481 to 0.2945

	AGDPP –Age 
	1.6964
	0.1644
	10.32
	0.000
	1.3741 to 2.0186

	AGDPP –Mwanza
	0.7198
	0.0793
	10.15
	0.000
	0.5807 to 0.8588

	AGDPP – Moti
	0.5685
	0.2135
	2.66
	0.008
	0.1501 to 0.9870

	AGDPP –Wea
	0.8704
	0.1772
	4.91
	0.000
	0.5231 to 1.2177

	Wea – Pr
	0.9366
	0.0376
	24.94
	0.000
	   0.8630 to 1.0100


Source: Analysed field data (2021). 
Table 4.9 shows the PLS-SEM coefficients of the MVs optimal structural model. The model likelihood ratio (LR) test of the model against saturated has a chi-square of 22.78, with a p-value of 0.0639, and a log-likelihood of 231.1667. This means the model is saturated as its p-value of 0.0639 is less than a critical value of 0.100.  The table evidences that there is a significant direct impact of age, motivation (Moti), weather conditions variable (Wea), and Mwanza region dummy variable (Mwanza) on economic growth. The age variable has a significant positive coefficient value of 1.6964, z-score of 10.32, and p-value of 0.000, with a 95 percent of the confidence interval of coefficients from 1.3742 to 2.0186. 
The Mwanza region dummy variable has a significant positive coefficient value of 0.7198, z-score of 10.15, and a p-value of 0.000, with a 95 percent of confidence interval of the coefficient from 0.5807 to 0.8588.  The motivation variable has a significant positive coefficient value of 0.5685, z-score 2.66, a p-value of 0.000, with a 95 percent of confidence interval of the beta coefficient from 0.1501 to 0.9870. The weather variable has a significant positive coefficient value of 0.8704, a z-score of 4.91, and a p-value of 0.000, with a 95 percent of confidence interval of the beta coefficients from 0.5231 to 1.2177.  Therefore, age, motivation, weather conditions, and the Mwanza region optimally determine the economic growth in Tanzania. 
Furthermore, the identified and appraised both direct and indirect paths by the application of the PLS-SEM algorithm (Figure 4.3). The estimation of the indirect effects which are due to the effects of the mediator factors in the model was done by using structural equation modelling (SEM). Only reflective (manipulated psychologically) indicators of the model were examined and estimated for direct and indirect paths, and the estimate coefficients (impacts) on the economic growth were established (Figure 4.3). 
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Figure 4.3: PLS-SEM Algorithm of Mpvs Structural Models of Economic Growth
Source: Analysed field data (2021)

Figure 4.3 shows optimal path coefficients of the MPVs structural model for economic growth. The path from age to education (Edu) has a significant positive coefficient value of 0.8448, a z-score of 17.69, a  p-value of 0.000, with a 95 percent of the confidence interval of beta coefficients from 0.7512 to 0.9384 (Table 4.9). The path from the Mwanza region to age has a significant positive beta coefficient of 0.4746, z-score of 2.04, a  p-value of 0.041, with a 95 percent of confidence interval of beta coefficients from 0.0195 to 0.9296 (Table 4.9). The path from the Mwanza region to the motivation (Moti) has a significant positive beta coefficient value of 0.6852, z-score of 3.56, a p-value of 0.000, with a 95 percent of the confidence interval of beta coefficients from 0.3085 to 1.0620, and the path from Mwanza region to education has a significant negative beta coefficient value of -0.9840, z-score of -3.96,  a p-value 0.000, with a 95 percent confidence interval of beta coefficient of -1.4715 to -0.4965 (Table 4.9).
On the other hand, the optimal indirect paths are paths from social awareness (Soa) to age, which has a significant positive beta coefficient value of 0.4648, z-score of 7.61,  a p-value of 0.000, with a 95 percent of the confidence interval of the beta coefficient from 0.3451 to 0.5846 (Table 4.9).  The path from motivation (Moti) to social awareness has a significant positive beta coefficient of 0.2879, z-score of 5.76, a p-value of 0.000, with a 95 percent of the confidence interval of the beta coefficient from 0.1900 to 0.3858 (Table 4.9). The path from motivation to a price (Pr) has a significant positive beta coefficient value of 0.2013, z-score of 3.47, a p-value of 0.001, with a 95 percent of the confidence interval of beta coefficient values from 0.0875 to 0.3151(Table 4.9). The path from price to age has a significant positive beta coefficient value of 0.1728, z-score of 2.74, a  p-value of 0.006, with a 95 percent of confidence interval of beta coefficient values from 0.0494 to 0.2962 (Table 4.9). 
The path from price to social awareness has a significant positive beta coefficient value of 0.1713, z-score 2.73, a p-value of 0.006, with a 95 percent of confidence interval of beta coefficient values from 0.0481 to 0.2945 (Table 4.9). And, the path from the weather condition  (Wea) to a price (Pr) has a significant positive beta coefficient value of 0.9366, z-score of 24.94, a p-value of 0.000, with a 95 percent of confidence interval of the beta coefficient value from 0.8630 to 1.010 (Table 4.9). On the other hand, the Kagera region as a dummy variable was eliminated in the model due to the collinearity problem.
4.5.2.1 Mediation Analysis

For a better conclusion on the model’s linearity assumption, the mediation analysis was done. Analysis of the mediation effects for the linear model is vital to understand the performance importance of the independent variables on dependent constructs. This was done by calculating the variance account for (VAF) ratio for each direct PLS-path.  The VAF is the ratio of the indirect effects to the total effects in the PLS-path model (Table 4.10).
Table 4.10: Mediation Analysis of MVs Structural Model of Economic Growth
	PLS-Path models 
	Total Effect
	P-Value
	Indirect Effects
	P-Value
	VAF
	Decision 

	AGDPP- Age
	2.4397
	0.000
	0.7434
	0.000
	0.3047
	Partial mediation

	AGDPP- Mwanza
	0.7198
	0.000
	No path
	-
	-
	No path

	AGDPP- Soa
	0.4819
	0.000
	0.4819
	0.000
	1.000
	Full mediation

	AGDPP- Moti
	1.0617
	0.000
	0.4932
	0.001
	0.4645
	Partial mediation

	AGDPP- Pr
	1.0289
	0.000
	1.0289
	0.000
	1.000
	Full mediation

	AGDPP- Wea
	0.8704
	0.000
	No path
	-
	-
	No path

	AGDPP-Edu
	1.3529
	0.000
	1.3529
	0.000
	1.000
	Full mediation 


Source: Analysed field data (2021).

Table 4.10 shows the mediation effects of independent variables on the dependent variable.  It is evidenced that the age variable has the VAF value of 0.3047, indicating that about 30.47 percent of its total effects on economic growth are explained by indirect effects. It requires partial mediation. The social awareness variable (Soa), prices of common goods (Pr) and education variables have the VAF value of 1.000, indicating that about 100.0 percent of the total effects on economic growth are accounted for indirect paths. On the other hand, the motivation variable (Moti) has the VAF of 0.4645, which indicates that about 46.45 percent is explained by the indirect effects.  There are no indirect effects (paths) from economic growth and weather and Mwanza region dummy variables. The lesson drawn from this mediation effect analysis is that the non-economic variables do not fully affect the economic growth, should be mediated by economic variables. The effective-optimal model of economic growth should integrate both economic and non-economic variables. 

4.5.2.2 Goodness-of-Fit Tests Statistics
The newly developed MVs structural model was evaluated by using the goodness-of-fit indices which are based on likelihood ratio, population error, information criterion, baseline comparison, and size of the residuals. The goodness-of-fit test statistics are provided (Table 4.11). 
Table 4.11: Goodness-of-Fit Tests Statistics of MPVs Structural Model
	Fit statistic
	Criteria 
	Values 
	Description 

	Likelihood ratio
	Chi2_ms(14)
	22.784
	Model  vs Saturated

	
	p>chi2
	0.064
	               -

	
	Chi2_bs(28)
	863.494
	Baseline vs Saturated

	
	p>chi
	0.000
	               - 

	Population error 
	RMSEA
	0.055
	Root mean squared error of approximation

	
	90% CI-Lower bound
	0.000
	                -

	
	90% CI-Upper bound
	0.094
	                -

	
	Pclose
	0.284
	Probability RMSEA < =0.05

	Information criterion 
	AIC
	-406.333
	Akaike,s information criterion 

	
	BIC
	-312.481
	Bayesian information criterion

	Baseline comparison 
	CFI
	0.989
	Comperative fit index

	
	TLI
	0.979
	Tucker-Lewis index

	Size of residuals
	SRMR
	0.052
	Standardised root mean squared residuals

	
	CD
	0.625
	Coefficient of determinant


Source: Analysed field data (2021).

Table 4.11 shows the goodness-of-fit test statistics. The likelihood ratio reports two tests. The first is a model chi-square test of the structural model, which indicates statistically significant at 10 percent level, as the p-value of 0.064 is less than a critical value of 0.10. The saturated model is the model that fits the covariance perfectly. It is accepted at the 10 percent level that the model does not fit as well as the saturated model. The second test is a baseline versus saturated comparison. The baseline model includes the mean and variances of all observed variables plus the covariance of all observed exogenous variables. In this case, it is accepted at the 1 percent of significance level that the baseline model fits as well as the saturated model. 

Under population error, the root means squared error of approximation (RMSEA) value is reported along with the lower and upper bounds of its 90 percent confidence interval.  In this case, the upper and lower bounds are used.  As the rule of thumb, if the lower bound is below 0.05, it is accepted that the hypothesis is that the fit is close (Schumaker and Lomax, 2016). Therefore, it is accepted that fit is close as the lower bound of this study is 0.000. On the other hand, if the upper bound is above 0.10, it is accepted that the hypothesis is that the fit is poor (Schumaker and Lomax, 2016). Hence, is rejected the hypothesis that fit is poor as the upper bound of this study is 0.094 which is less than 0.10.  The Pclose is the probability that the RMSEA value is less than 0.05, interpreted as the probability that the predicted moments are close to the moments in the population (Schumaker and Lomax, 2016).

The RMSEA value of this study is 0.055, indicating that the model fits closely. The Pclose is 28.4 percent which indicates the satisfactory model fits. In the baseline comparison,  there are two indices, comparative fit index (CFI) and Tucker-Lewis Index (TLI), or sometimes known as a non-normed fit index, both as a rule of thumb values close to 1 indicates a good fit (Pituch and Stevens, 2016).  In this study both the value of CFI is 0.989   and TLI is 0.979.  This study indicates the structural model is best fits.

Moreover, the size of residuals is reported the standardized root mean squared residual (SRMR) and the coefficient of determination (CD). A perfect fit corresponds to an SRMR of 0, and a good fit corresponds to a “small” value, considered by some to be limited at 0.08. And, a value of CD close to 1 indicates a good fit (Pituch and Stevens, 2016). In this study, the structural model has an SRMR of 0.052 which confirms the best fits; the CD is about 0.625 is also a better determination fit of the model.
4.5.2.3 Stability Assessment of Mpvs Structural Model of Economic Growth
The stability of the optimal models was assessed.  The recursive models are designed to be stable in the sense that the change or fluctuation of the parameter of the model does not change the output of the model (Pituch and Stevens, 2016). The stability analysis of the simultaneous equation system was established (Table 4.12). 

Table 4.12: Eigenvalue Stability Condition for Simultaneous Equation System
	Variables
	Eigenvalue
	Modulus

	Age
	0.00072 + 0.00042i
	0.00084

	Soa
	0.00072 – 0.00042i
	0.00084

	Moti
	-1.846e-06 + 0.00084i
	0.00084

	Price (Pr)
	-1.846e-06 -  0.00084i
	0.00084

	Wea
	-0.00072 + 0.00042i
	0.00083

	Edu
	-0.00072 + 0.00042i
	0.00083

	Overal
	-8.109e-17
	8.1e-17

	Stability index = 0.00084: SEM satisfies stability condition


 Source: Analysed field data (2021).

Table 4.12 shows the eigenvalues and moduli of the structural model. The stability is calculated as the maximum of the moduli of the eigenvalue of the better coefficient, and the moduli are the absolute values of the eigenvalues. Usually, the two eigenvalues are not identical, but it is a property of this model that they are equal.  If the stability index is less than 1, then the reported estimates yield a stable model. The stability index of this model is 0.00084, which indicates the eigenvalues lie inside the unit circle; therefore, SEM satisfies the stability condition.
4.5.3 Optimal Latent Psychological (LP) Determinants of Economic Growth
The determination of the optimal latent psychological determinants of economic growth was done by using a combination of linear and non-linear analytic methods. The constructs of Demo, Envi, Hube, and Ecofa were linearly-modeling by analysis weighted–automatic linear modelling (AW-ALM) and weighted least squares (WLS). The non-linear modelling of the constructs was done by probit model and neural networking analysis (ANN) analytic techniques. A summary of findings (beta coefficients and p-values) on each analytics method is provided (Table 4. 13).
Table 4.13: The Linear and Non-Linear LP Determinants for Economic Growth
	Analytic methods
	Beta coefficients and P-values

	Type
	Name 
	Demo
	P-V
	Envi
	P-V
	Hube 
	P-V
	Ecofa
	P-V

	
	AW-ALM
	0.747
	0.000
	-
	-
	0.327
	0.003
	0.368
	0.000

	
	WLS 
	0.543
	0.000
	-0.028
	0.542
	0.075
	0.108
	0.189
	0.000

	Non-linear
	Probit 
	6.1475
	0.000
	0.3382
	0.657
	1.6399
	0.111
	3.7298
	0.000

	
	NNA
	SW:H(1:1) >0
	SW:H(1:1)<0
	SW: H(1:1)>0
	SW: H(1:1)>0


Source: Extracted from findings (2021).
Table 4.13 shows the summary of findings of the LPVs structural model for linear and non-linear analytic methods. The table evidences that Demo and Ecofa have both linear and non-linear significant influences on economic growth. Therefore, they are selected as the optimal latent psychological variables (LPVs) for the optimal modelling in the PLS-SEM algorithm.  Hube has a significant linear influence on economic growth and a significant non-linear influence on economic growth. Therefore, it was considered as a “linearly optimal variable” and was modelled to the PLS-SEM algorithm.  Moreover, Envi has none of both linear and non-linear influence on economic growth. Therefore, the Envi was eliminated in the final (optimal) model.  

4.5.4 New Developed (Optimal) LPVs Structural Model of Economic Growth
The optimal LPVs determinants of the economic growth were linearly modelled by the PLS-SEM algorithm. The new LPVs structural model was developed that determined by optimal variables for economic growth. The regional dummy variables (Mwanza and Kagera regions) were involved in the model to capture the geographic specificity.  The path coefficients of the model are provided (Table 4.14). 

Table 4.14:  PLS-SEM Coefficients of the Optimal LPVs Structural Model
	Estimation method-ML, Log-likelihood -38.0297, Number of obs -211

	Paths (structural)
	Coeff.
	Std.Err
	Z
	p>|z|
	95% Conf. Interval

	Hube-Envi
	0.3363
	0.046
	7.29
	0.000
	0.2459  to 0.4268

	Demo – Hube
	0.2071
	0.0832
	2.49
	0.013
	0.0441 to 0.3701

	Demo – Envi
	0.3246
	0.0624
	5.20
	0.000
	0.2023 to  0.4468

	Ecofa – Hube
	0.2935
	0.0808
	6.63
	0.000
	0.0441 to 0.3701

	Ecofa – Demo
	0.1851
	0.0651
	2.84
	0.004
	0.0575 to 0.3127

	Ecofa – Mwanza
	-0.0476
	0.0217
	-2.19
	0.028
	-0.0902 to -0.0050

	Ecofa – Envi
	0.1290
	0.0625
	2.06
	0.039
	0.0065 to 0.2562

	Mwanza – Hube
	0.5464
	0.2227
	2.45
	0.014
	0.1099 to 0.9830

	AGDPP – Hube
	0.5094
	0.2479
	2.05
	0.040
	0.0235 to 0.9953

	AGDPP – Demo
	2.1671
	0.1980
	10.95
	0.000
	1.7791 to 2.5551

	AGDPP – Ecofa
	0.9482
	0.2132
	4.45
	0.000
	0.5303 to 1.3661

	AGDPP – Mwanza
	0.7119
	0.0687
	10.36
	0.000
	0.5772  to 0.8466

	LR test of model vs. Saturated: chi2(3) – 2.31, prob>chi2 – 0.5105


Source: Analysed field data (2021).
Table 4.14 shows the paths coefficients of LPVs structural models of economic growth. The model LR test of the model against saturated has a chi-square of 2.31, with a p-value of 0.5105, and a log-likelihood of -38.0297. This means the model is not saturated as its p-value of 0.5105 is greater than a critical value of 0.100.  There is a significant direct impact of economic growth and Hube, Demo, Ecofa, and Mwanza region dummy variables. The Hube variable has a significant positive coefficient value of 0.5094, z-score of 2.05, and a p-value of 0.040, with a 95 percent of confidence interval of the coefficient from 0.0235 to 0.9953. 

The Mwanza region dummy variable has a significant positive coefficient value of 0.7119, z-score of 10.36, and a p-value of 0.000, with a 95 percent of confidence interval of the coefficient from 0.5772 to 0.8466.  The Demo variable has a significant positive coefficient value of 2.1671, z-score 10.95, a p-value of 0.000, with a 95 percent of the confidence interval of the beta coefficient from 1.7791 to 2.5551. Ecofa variable has a significant positive coefficient value of 0.9482, z-score of 4.45, p-value of 0.000, with a 95 percent of the confidence interval of the beta coefficient from 0.5303 to 1.3661. 
Therefore, the Demo and Ecofa constructs are the most impactful LPVs while the Hube construct is the least impactful LPVs. The PLS-SEM algorithm was provided to describe both direct and indirect paths in the LPVs structural model (Figure 4.4). The linear models of the formative indicators in the algorithm are indicated by one-ended arrows (paths). The estimated path (both direct and indirect) coefficients (impacts) are presented along to their specific path or route (Figure 4.4). 
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Figure 4.4: PLS-SEM Algorithm of the LPVs Structural Model of the Economic Growth
Source:  Analysed field data (2021).
Figure 4.4 shows the optimal path coefficients of the LPVs structural model for economic growth. The path from Hube to Envi has a significant positive coefficient value of 0.3364, z-score of 7.29, and a p-value of 0.000, with a 95 percent of the confidence interval of beta coefficients from 0.2459 to 0.4268. The path from Demo to Hube has a significant positive beta coefficient of 0.2071, a z-score of 2.49, and a p-value of 0.013, with a 95 percent of the confidence interval of the beta coefficient from 0.0441 to 0.3701.  
The path from Demo to Envi has a significant positive beta coefficient value of 0.3246, z-score of 5.20, and a p-value of 0.000, with a 95 percent of the confidence interval of the beta coefficient from 0.2023 to 0.4468. The path from Ecofa to Hube has a significant positive beta coefficient value of 0.2935, z-score of 3.63, and p-value 0.000, with a 95 percent of the confidence interval of the beta coefficient of 0.1352 to 0.4517.

On the other hand, the optimal indirect paths are paths from Ecofa to Demo which has a significant positive beta coefficient value of 0.1851, z-score of 2.84, and a p-value of 0.004, with a 95 percent of the confidence interval of the beta coefficient from 0.0575 to 0.3127. The path from Ecofa to Mwanza region dummy variable has a significant negative beta coefficient of -0.0476, z-score of -2.19, and a p-value of 0.028, with a 95 percent of the confidence interval of the beta coefficient from -0.0902 to -0.0050. 
The path from Ecofa to Envi has a significant positive beta coefficient value of 0.1290, z-score of 2.06, and a p-value of 0.039, with a 95 percent of the confidence interval of the beta coefficient value from 0.0065 to 0.2514. The path from the Mwanza region dummy variable to Hube has a significant positive beta coefficient value of 0.5464, z-score of 2.45, and a p-value of 0.014, with a 95 percent of the confidence interval of the beta coefficient value from 0.1099 to 0.9830.  The Kagera region as a dummy was eliminated in the model due to the collinearity problem.
4.5.4.1 Mediation Analysis

The mediation analysis is the analytic process of examining the effect (indirect) of the mediating factors. This is done to ensure or examine the degree of linearity or direct impact of the explanatory variables on the dependent variable.  The mediation analysis was done by calculating the variance account for (VAF) ratio for each specific indirect effect in the PLS-path model.  The VAF is the ratio of the indirect effect to the total effects in the LPVs structural model (Table 4.15).
Table 4.15: Mediation Analysis of the LPVs Structural Model  

	AGDP
	Total Effect
	P-Value
	Indirect Effects
	P-Value
	VAF
	Decision

	Hube
	1.6371
	0.000
	1.1277
	0.000
	0.6888
	Medium mediation

	Demo
	2.3427
	0.000
	0.1755
	0.017
	0.0749
	No mediation 

	Ecofa
	0.9482
	0.000
	No path
	-
	-
	No mediation 

	Mwanza
	0.6667
	0.000
	0.0452
	0.049
	0.0678
	No mediation

	Envi
	1.4333
	0.000
	1.4330
	0.000
	1
	Full mediation 


Source:  Analysed field data (2021).
Table 4.15 shows the mediation effects of LPVs on the dependent variable. It is evidenced that the Hube variable has the VAF value of 0.6888 indicating that about 68.88 percent of its total effects on economic growth are explained by indirect effects. It requires a medium mediation. The Demo variable has a VAF value of 0.0749, which indicates that about 7.49 percent of the total effects are account for the indirect effect. In other words, about 92.51 percent of the total effects on economic growth are due to the direct influence of the Demo variable. The Ecofa variable has no indirect path, hence requires no mediation. 

The Mwanza region dummy variable has the VAF value of 0.0678 which means that about 6.78 percent of the total effect of the general structural model is explained by indirect effect. Thus, the direct linear impact is accounted for 93.22 percent of the total effect; hence no mediation is required for the Mwanza region dummy variable. The path of economic growth and Envi has the VAF value of 1.00. This means, that about 100 percent of the total effect of Envi on economic growth is due to the indirect effects, hence the path needs full mediation. The Kagera region dummy variable was eliminated in the model due to the collinearity problem, but it has the same impact as that of the Mwanza region but in opposite manners/ways. The lesson drawn from this mediation effect analysis is that the non-economic variables do not fully affect the economic growth, should be mediated by economic variables. The effective-optimal model of economic growth should integrate both economic and non-economic variables. 
4.5.4.2 Goodness-of-Fit Tests Statistics
The empirical fitness of the LPVs structural model was evaluated by using the goodness-of-fit (GOF) indices. The GOF indices describe likelihood ratio, population error, information criterion, baseline comparison, and size of residuals (Table 4.16). 
Table 4.16: Goodness-of-Fit Tests Statistics of LPVs Structural Model
	Fit statistic
	Criteria 
	Values 
	Description 

	Likelihood ratio
	Chi2_ms(3)
	2.311
	Model  vs Saturated

	
	p>chi2
	0.511
	               -

	
	Chi2_bs(15)
	365.077
	Baseline vs Saturated

	
	p>chi
	0.000
	               - 

	Population error 
	RMSEA
	0.000
	Root mean squared error of approximation

	
	90% CI-Lower bound
	0.000
	                -

	
	90% CI-Upper bound
	0.000
	                -

	
	Pclose
	0.105
	Probability RMSEA < =0.05

	Information criterion 
	AIC
	-32.059
	Akaike,s information criterion 

	
	BIC
	-41.682
	Bayesian information criterion

	Baseline comparison 
	CFI
	1.000
	Comperative fit index

	
	TLI
	1.010
	Tucker-Lewis index

	Size of residuals
	SRMR
	0.024
	Standardised root mean squared residuals

	
	CD
	0.306
	Coefficient of determinant


Source:  Analysed field data (2021).

Table 4.16 shows the goodness-of-fit test statistics. The likelihood ratio reports two tests.  First, the model chi-square test of the structural model, which indicates statistically insignificant at 10 percent level, as the p-value of 0.511 is greater than a critical value of 0.10. The saturated model is the model that fits the covariance perfectly. It is not accepted at the 10 percent level that the model does not fit as well as the saturated model.  Second, the test is a baseline versus saturated comparison. The baseline model includes the mean and variances of all observed variables plus the covariance of all observed exogenous variables. In this case, it is accepted at the 1.00 percent level that the baseline model fits as well as the saturated model, as its p-value of 0.000 is less than a critical value of 0.01, at Chi-square of 365.077.  

Under population error, the RMSEA value is reported along with the lower and upper bounds of its 90 percent confidence interval.  In this case, the upper and lower bounds are used. As the rule of thumb, if the lower bound is below 0.05, it is accepted that the hypothesis is that the fit is close (Schumaker and Lomax, 2016). Therefore, it is accepted that fit is close as the lower bound of this study is 0.000. On the other hand, if the upper bound is above 0.10, it is accepted that the hypothesis is that the fit is poor (Schumaker and Lomax, 2016). Hence, it is accepted the hypothesis that fit is close as the upper bound of this study is 0.000 which is less than 0.10. 

The Pclose is the probability that the RMSEA value is less than 0.05, interpreted as the probability that the predicted moments are close to the moments in the population (Schumaker and Lomax, 2016). The RMSEA value of this study is 0.000, indicating that the model fits closely. The Pclose is 0.105 percent which indicates the satisfactory model fits. In the baseline comparison, there are two indices, comparative fit index (CFI) and Tucker-Lewis Index (TLI), or sometimes known as a non-normed fit index, both as a rule of thumb values close to 1 indicates a good fit (Pituch and Stevens, 2016).  
In this study both the value of CFI is 1.00 and TLI is 1.010.  This study indicates the structural model is perfectly fit.  Moreover, the size of residuals is reported the standardized root mean squared residual (SRMR) and the coefficient of determination (CD). A perfect fit corresponds to an SRMR of 0, and a good fit corresponds to a “small” value, considered by some to be limited at 0.08. And, a value of CD close to 1 indicates a good fit (Pituch and Stevens, 2016). In this study, the LPVs structural model has an SRMR of 0.024 which confirms the best fits; the CD is about 0.306 is also a satisfactory determination fit of the model.

4.5.4.3 Stability Assessment of LPVs Structural Model of Economic Growth
Checking the stability of the nonrecursive system (stable) of the LPVs structural model is very important. The recursive models are designed to be stable in the sense that the change or fluctuation of the parameter of the model does not change the output of the model. The stability of the model concerns whether the parameters of the model are such that the model would blow up if it were operated over and over again (Pituch and Stevens, 2016). The stability analysis of the simultaneous equation system was established and confirmed that the model is stable (Table 4.17).

Table 4.17: Eigenvalue stability condition for simultaneous equation system

	Variables
	Eigenvalue
	Modulus

	Demo
	0.000017 + 0.000017i
	0.000024

	Envi
	0.000017 – 0.000017i
	0.000024

	Hube
	-0.000017 + 0.000017i
	0.000024

	Ecofa
	-0.000017 -  0.000017i
	0.000024

	Overal
	-1.193e-16
	1.2e-16

	
	Stability index = 0.0000236: SEM satisfies stability condition


Source: Analysed field data (2021).
Table 4.17 shows the eigenvalues and moduli of the LPVs structural model. The stability is the maximum of the moduli, and the moduli are the absolute values of the eigenvalues. Usually, the two eigenvalues are not identical, but it is a property of this model that they are equal.  If the stability index is less than 1, then the reported estimates yield a stable model. The stability index of this model is 0.0000236, which indicates the eigenvalues lie inside the unit circle; therefore, SEM satisfies the stability condition of LPVs structural model.
4.6 Tests of Hypotheses of the Study

The paper developed and tested the four pairs of hypotheses by using cross-sectional data from the Mwanza and Kagera regions. The hypotheses are developed through the critical review of theories and empirical studies on each specific hypothesis. The hypothesis was tested through three stages, which are the outer and inner models evaluation stage, linear and non-linear modelling stage, and the last stage is the modelling of both MPVs and LPVs for economic growth.  Therefore, the test of hypotheses of this study is the summary of each analytic stage.   
4.6.1 Test of Hypotheses for Consolidated Sample/Data 
The test of the hypotheses for consolidated data concerning the test of the hypotheses for using the data sampled from Mwanza and Kagera regions. That is, data from 211 individuals. Clearly, the study tested the assumptions that the psychological demographic characteristics (Demo), psychological environmental factors (Envi), psychological human behavioural factors (Hube), and psychological economic factors (Ecofa) have a positive and significant influence on economic growth by using the sampled data from Mwanza and Kagera regions.  The hypotheses tested are based on the optimal developed LPVs structural models. Therefore, the PLS-path coefficients, z/t-score, and p-values were used as the criterion acceptance or rejection of the hypotheses (Table 4.18).
Table 4.18: Summary of the Hypotheses Tests for Consolidated Sample/Data
	Hypothesis statement
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-value
	z-value
	p-value
	Decision 

	H1,1 : The psychological demographic 

        characteristics are significantly     

        influence the economic growth (Demo) 
	2.1671
	10.95
	0.000
	Accepted 
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 The psychological environmental 

        factors are significantly influence 

        the economic growth  (Envi)
	-0.110
	1.599
	0.110
	Rejected 
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 The psychological human

         behaviour is significantly 

        influence the economic growth (Hube)
	0.5094
	2.05
	0.040
	Accepted 

	H1,4  The psychological  economic 

        factors  are significantly  influence

        economic growth (Ecofa) 
	0.9482
	4.45
	0.000
	Accepted


Source: Extracted from the PLS-SEM LPVs structural model (2021).

Table 4.18 shows the summary for the test of research hypotheses. The table profiles that all the hypotheses are accepted except hypothesis two that tested the influence of psychological environmental factors (Envi) on economic growth. Hypothesis two is rejected since it has a negative beta coefficient, and its p-value of 0.110 is greater than the minimal critical value of 10 percent of the significance level.  On the other hand, hypotheses one, three, and four were accepted since they have positive beta coefficients and their p-values are less than critical values of 1 percent of significance level for hypotheses one (Demo) and four (Ecofa), and less than a critical of 5 percent of significance level for hypothesis three (Hube). Therefore, the study empirically confirmed at 95 percent of the confidence level that Demo, Ecofa, and Hube have a positive and significant “hidden influence” on economic growth. The regional dummy variable (Mwanza and Kagera regions) were introduced in the analyses to examine the geographic effects, they were not involved in the hypotheses testing although was involved in the modelling, because they were not a part of basic hypotheses.  
4.6.2 Tests of Hypotheses for Unconsolidated Sample/Data  
The test of hypotheses for unconsolidated samples of data was done to examine the LP optimal determinants of economic growth in each region. That is, to examine the economic characteristics in each region concerning psychological limiting factors. Therefore, the hypotheses tested for the Mwanza sample and Kagera regional sample/data exclusively.  This is very important as it is disclosed the regional behaviours and specificity of regional economic planning/modelling by using the psychological limiting factors. The PLS-path coefficients, t-score, and p-values were used as the criterion acceptance or rejection of the hypotheses.
4.6.2.1 Hypotheses Test for Mwanza Regional Sample/Data
The hypotheses test for Mwanza regional sample or data was done for 111 individuals. The same hypotheses statement and evaluation criteria were used. In other words, the test of hypotheses for the Mwanza region sample aimed to examine how the psychological limiting factors influence the economic growth in the Mwanza region, which is a relevant policy question that should be addressed by this study.  The same criterion was used to accept or reject the hypotheses, beta value, t-values, and p-values (Table 4.19).
Table 4.19: Summary of Hypotheses Test for Mwanza Region Sample/Data
	  Hypothesis statement
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-value
	t-value
	p-value
	Decision 

	H1,1 : The psychological demographic 

        characteristics are significantly     

        influence the economic growth (Demo) 
	0.7843
	8.56
	0.000
	Accepted 
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 The psychological environmental 

        factors are significantly influence 

        the economic growth  (Envi)
	-0.0411
	-0.57
	0.568
	Rejected 
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 The psychological human

         behaviour is significantly 

        influence the economic growth (Hube)
	0.0780
	0.63
	0.533
	Rejected  

	H1,4  The psychological  economic 

        factors  are significantly  influence

        economic growth (Ecofa) 
	0.2764
	2.55
	0.012
	Accepted


Source: Extracted from the findings on data from the Mwanza region (2021).
Table 4.19 shows the summary of the hypotheses test for the Mwanza economic growth model. The table profiles that only two hypotheses were accepted and the rest two hypotheses were rejected.  Hypothesis one (Demo) and four (Ecofa) were accepted at 95 percent of confidence level since their p-values are less than a critical value of 5 percent of significant level.  Hypothesis two and three were rejected at 95 percent of confidence level since their p-value is less than the critical value of 5 percent of the significance level. Moreover, their beta coefficients are very minimal (almost to zero) which have an insignificant influence on economic growth. Therefore, only psychological demographic characteristics (Demo) and psychological economic factors (Ecofa) have “a hidden influence” on economic growth in the Mwanza region. Hence, Demo and Ecofa have a policy influence on economic planning in the Mwanza region. 
4.6.2.2 Hypotheses Test for Kagera Regional Sample/Data 
The relevance of the hypotheses test for the Kagera regional sample/data is to answer the question that, how the psychological limiting factors influence the economic growth in the Kagera region. In other words, the study examined the policy relevance of the psychological limiting factors on the economic planning in the Kagera region. The same criterion was used to accept or reject the hypotheses, beta value, t-values, and p-values (Table 4.20).

Table 4.20: Summary of Hypotheses Test for Kagera Regional Sample/Data
	Hypothesis statement
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-value
	t-value
	p-value
	Decision 

	H1,1 : The psychological demographic 

        characteristics are significantly     

        influence the economic growth  (Demo) 
	0.6052
	4.90
	0.000
	Accepted 

	[image: image367.png]


 The psychological environmental 

        factors are significantly influence 

        the economic growth  (Envi)
	-0.0034
	-0.02
	0.980
	Rejected 
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 The psychological human

         behaviour is significantly 

        influence the economic growth (Hube)
	0.4239
	2.51
	0.014
	Accepted 

	H1,4  The psychological  economic 

        factors  are significantly  influence

        economic growth (Ecofa) 
	0.3068
	2.21
	0.030
	Accepted


Source: Extracted from findings of data from the Kagera region (2021).
Table 4.20 shows the summary of the hypotheses tests for the Kagera regional sample/data. The table evidence that only hypothesis two (Envi) was rejected.  Hypotheses one (Demo), three (Hube), and four (Ecofa) were significantly accepted at 95 percent of the confidence level since their p-values are less than the critical value of 5 percent of the significant level. Therefore, the psychological demographic characteristics (Demo), psychological human behavioural factors (Hube), and psychological economic factors (Ecofa) have “a hidden influence” on the economic growth in the Kagera region. Hence, they influenced the economic planning in the Kagera region. 
4.6.3 Equations for Empirical Mathematical Models 
The empirical mathematical model equations for economic growth were established to aid the economists to interpret the models for economic planning. The basic and optimal empirical mathematical model equations were established. The basic empirical mathematical models are obtained by examining the psychological limiting factors that determine economic growth. The WLS stepwise regression was used to establish the basic empirical mathematical model equations. Moreover, the optimal models (significant at 99 percent) are established by using the PLS-SEM approach.

 The study introduced a new mathematical approach to measuring the relevance of empirical models that developed in this study. The relevance of the empirical model (REM) is obtained by using a mathematical expression that is expressed as the percentage of value contribution or impact of the endogenous variables on exogenous values as the value of endogenous change from one to zero.   It can be derived from the general linear model,
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 is the constant value of the model. REM can take positive, zero, or negative values. For positive values indicates the explanatory (endogenous) variables in the model have a positive empirical impact on the dependent (exogenous) variables.  Moreover, if the value of REM is equalled to zero indicates the total unit impact of the endogenous variables is equals to the constant values, therefore, the impact is minimal and negligible. 
The constant value is the value where the endogenous variables do not exist or they valued at zero scores. Values of REM are ranging from 0 to 100 percent, and at least 50 percent of the REM is acceptable as about 50 percent of the impact on economic growth is due to the endogenous variables, not other unexplained influences.  The equations for specific and main objectives are presented from a model I up to model V in the basic empirical mathematics models.
4.6.3.1 Equations for Basic Empirical Mathematical Models of Economic Growth  
Basic empirical mathematical model equations for economic growth were established by using WLS stepwise regression of the psychological limiting factors and economic growth.

Model I: Equation for economic growth and psychological demographic characteristics  

lnGDPPDemo = 0.549 + 0.471lnAge +1.301lnMari + 0.032lnNfam + 0.134 lnIncs + 

0.144 ln Edu + 0.495 Mwanza – 0.495 Kagera                   (71)

Equation 71 shows an empirical mathematical model equation that summarises the linear relationship between psychological demographic characteristics (Demo) and economic growth (GDPP). The model equation explains the unit economic impact of current age, marital status (Mari), number of family members (Nfam), income level (Incs), and education level (Edu) (in the natural logarithm of TZS  millions) which are 0.471, 1.301, 0.032, 0.134, and 0.144 respectively.  Regional dummy variables (Mwanza and Kagera regions) have an equal and opposite impact on the economic growth of ln 0.495 TZS millions. 
The REM of the model is 77.93 percent which indicates that about 77.93 percent of the total impact on economic growth is due to the effect of endogenous variables. Only about 22.07 percent of the total impact on economic growth is due to the unexplained effect in the model (zero value of the endogenous variable or constant value). The study suggests that REM above 50 percent is acceptable. Therefore, the empirical mathematical model equation for Demo and economic growth is relevant and empirically valid at 77.93 percent. 

Model II: Equation for economic growth and psychological environmental factors 

lnGDPPEnvi = 0.285 + 0.122 lnSus + 0.285 lnSoa + 0.149 lnPol + 0.105 lnRegu +

 0.471 Mwanza – 0.471 Kagera                                           (72)

Equation 72 shows the empirical mathematical model equation that summarises the linear relationship between psychological environmental factors (Envi) and economic growth (GDPP). The model equation describes the unit economic impact of environmental sustainability (Sus), social awareness on environmental issues (Soa), environmental policies (Pol), and environmental regulations (Re) (in the natural logarithm of TZS millions) which are 0.122, 0.285, 0.149 and 0.105 respectively.  Regional dummy variables (Mwanza and Kagera regions) have an equal and opposite impact on the economic growth of ln 0.471 TZS millions.  The REM of the model is 69.87 percent which indicates that about 69.87 percent of a total impact on economic growth is due to the effect of endogenous variables at unit value.  About 30.13 percent of the total impact on economic growth is due to the zero value of the endogenous variables (constant value). Therefore, the study confirmed that this model is relevant and empirically valid because its REM value of 69.87 percent is greater than a cut-off value of 50 percent.  

Model III: Equation for economic growth and psychological human behavioural factors

lnGDPPHube = 0.314 + 0.018lnListy + 0.344lnMoti +0.133lnMeta + 0.450 Mwanza 
– 0.450  Kagera   





  (73)

Equation 73 shows the empirical mathematical model equation that summarises the linear relationship between psychological human behavioural factors (Hube) and economic growth (GDPP). The model equation describes the unit economic impact of the lifestyle (Listy), motivation (Moti), and metacognition (Meta)(in the natural logarithm of TZS millions) which are 0.018, 0.344, and 0.133 respectively.  Regional dummy variables (Mwanza and Kagera regions) have an equal and opposite impact on the economic growth of ln 0.450 TZS millions.  The REM of the model is 61.19 percent which indicates that about 38.81 percent of the total impact on economic growth is due to the endogenous variables at the unit value.  About 38.8 percent of the total impact on economic growth is due to the zero value of endogenous variables (constant value).  Therefore, the study confirmed that the model is relevant and empirically valid, as its REM value of 61.19 percent is greater than a cut-off value of 50 percent.  
Model IV: Equation for economic growth and psychological economic factors 

lnGDPPEcofa = 0.271+ 0.343lnPr +0.166lnFash + 0.146 lnWea + 0.517 Mwanza – 

0.517 Kagera                                                                          (74)
Equation 74 shows the empirical mathematical model equation that summarises the linear relationship between psychological economic factors (Ecofa) and economic growth (GDPP).  The model equation describes the unit economic impact of the price of common goods (Pr), the fashion of products (Fash), and weather condition (Wea) (in the natural logarithm of TZS millions) which are 0.343, 0.166, and 0.146 respectively.  The regional dummy variables (Mwanza and Kagera regions) have an equal and opposite impact on the economic growth of ln 0.517 TZS millions. The REM of the model is 70.7 percent which indicates that about 70.7 percent of the total impact on economic growth is due to the endogenous variables at a unit value.  About 29.3 percent of the total impact on economic growth is due to the zero value of endogenous variables (constant value).  Therefore, the study confirmed that the model is relevant and empirically valid, as its REM value of 70.7 is greater than a cut-off value of 50 percent.  

Model V: Equation for economic growth and psychological limiting factors 

lnGDPPPSY = 0.651 + 0.543 lnDemo -0.028 ln Envi + 0.075lnHube + 0.189lnEcofa +  0.492 Mwanza – 0.492 Kagera                                                (75)

Equation 75 shows the empirical mathematical model equation that summarises the linear relationship between psychological limiting factors (PSY) and economic growth (GDPP). The model equation describes the unit economic impact of Demo, Envi, Hube, and Ecofa (psychological limiting factors) (in the natural logarithm of TZS millions) which is 0.543, -0.028, 0.075, and 0.189 respectively. The regional dummy variables (Mwanza and Kagera regions) have an equal and opposite impact on the economic growth of ln 0.492 TZS millions.  
The REM of the model is 54.41 percent which indicates that about 54.41 percent of the total impact on economic growth is due to the endogenous variables.  About 45.59 percent of the total impact on economic growth is due to the zero value of endogenous variables (constant value).  Therefore, the study confirmed that the model is relevant and empirically valid, as its REM value of 54.41 percent is greater than a cut-off value of 50 percent.  

4.6.3.2 Equations for Optimal Empirical Mathematical Models of Economic Growth
The equations for optimal empirical mathematical models for economic growth are based on the optimal MPVs and LPVs structural economic growth models. The equations were established for both direct and indirect PLS-path models. The optimal PLS-path coefficients of the MPVs and LPVs structural models of economic growth were used to configure the equations for the empirical mathematics models (Table 4.9 & 4.14).
GDPPLPVs = -1.1399+2.1671 Demo + 0.5094 Hube + 0.9482 Ecofa + 0.7119 Region   
(76)

Equation 76 shows the empirical mathematical model that summarises the linear relationship between latent psychological variables (LPVs) and economic growth (GDPP).  The model equation describes the unit economic impact of the Demo, Hube, and Ecofa (LPVs) (in TZS millions) which are 2.1671, 0.5094, and 0.9482 respectively.  A regional dummy variable (Mwanza region) has a unit economic impact of 0.7119 TZS millions. The REM of the model is equal to 100 percent, i.e., 5.4765/5.4765 = 100 percent which indicates that about 100 percent of the total impact on economic growth is due to the endogenous variables at a unit value.   Therefore, the study confirms that this model optimally determines the latent psychological determinants of economic growth. 

On the other hand, the indirect linear mathematical model equations for LPVs were established by using the PLS-SEM. The models explained the interrelations of the LPVs in the structural model. The model equations represent the mediation effects equations, as a general rule the indirect paths PLS models in the optimal structural model should be significant at least at 90 percent of the confidence level.  The model equations from 36 to 39 represent the equations for the interrelations among the LPVs. 

Hube = 0.4936 + 0.3363Envi                                                                         (77)

Demo = 0.2590 + 0.2071Hube + 0.3246Envi                                               (78)

Ecofa = 0.3159 + 0.2935Hube + 0.1851Demo + 0.1290Envi -0.0476                Mwanza 








 (79)

Mwanza = 0.1327 + 0.5464Hube                                                                 (80)

Equation 77- 80 provides the empirical estimating models for Hube, Demo, Ecofa, and Mwanza regional dummy variable respectively.  Hube is positively influenced by Envi at 0.3363 unit impact (Eqn.77). Demo (Eqn. 78) is positively influenced by Hube (0.2071) and Envi (0.3246).  Ecofa (Eqn.79) is positively influenced by Hube (0.2935), Demo (0.1851), and Envi (0.1290), but it is negatively influenced by Mwanza regional dummy variables (-0.0476). That is, living in one region (e.g., Mwanza or Kagera) influences the Ecofa of the individual. Furthermore, the Mwanza regional dummy variable (Eqn, 80) is positively influenced by the Hube (0.5464).  Notably, the Kagera region was eliminated in the optimal model because it has an insignificant negative impact on economic growth. 

On the other hand, the equations for empirical mathematic models for MPVs structural models of economic growth were provided.  The beta PLS-path coefficients were used to estimate the equations. Both the direct and indirect –PLS path equations were established.  

GPPPMPVs=-0.8136+1.6964Age+0.5685 Moti + 0.8704 Wea + 0.7198 Mwanza     (81)

Equation 81 summarises the linear relationship between the MPVs and economic growth.  The model equation describes the unit economic impact of the age, motivation (Moti), and weather conditions (Wea) (in TZS millions) which are 1.6964, 0.5685, and 0.8704 respectively.  A regional dummy variable (Mwanza region) has a unit impact on the economic growth of 0.7198 TZS millions.   The REM of the model is supposed to be 100 percent, i.e., 4.6687/4.6687 = 100 percent which indicates that about 100 percent of the total impact on economic growth is due to the endogenous variables at a unit value.   Therefore, the study confirms that this model is optimally determining the manipulated psychological determinants of economic growth. 
The indirect linear model equations for among the observed variables (MPVs) were established by using PLS-SEM. The models explained the interrelations of the observed variables in the structural models. The model equations represent the mediation effects equations, as a general rule, the indirect paths PLS models in the optimal models should be significant at least at 90 percent of the confidence level. The equations from 82 to 87 represent the equations for the interrelations among the observed variables.  
Equation 82 provides empirical evidence that education (Edu) has a positive influence on age with a unit impact of 0.8448. The Mwanza regional dummy variable (Eqn.83) is positively influenced by age (0.4746), motivation (0.6852), and negatively influenced by the educational subjective well-being of an individual (-0.9840).  Social awareness of environmental issues (Soa) (Eqn. 84) is positively influenced by age (0.4448).  

            Age = 0.1009 +0.8448 Edu                                                                 (82)

             Mwanza = 0.3268 +0.4746 Age + 0.6852 Moti – 0.9840 Edu         (83)

            Soa = 0.3750 +0.4448 Age                                                                  (84)

            Moti = 0.4037 + 0.2879 Soa + 0.2013 Pr                                           (85)

            Pr = 0.4718 + 0.1728 Age + 0.1713 Soa                                            (86)

           Wea = 0.0601 + 0.9366 Pr                                                                   (87)

Equation 85 provides an empirical estimation of the motivation of an individual. It is positively influenced by social awareness on environmental issues –Soa (0.2879) and price of common goods –Pr (0.1728). That is, as far as the individual is happy with the environment and price of common goods purchased, he/she would be motivated on economic issues. On the other hand, the subjective well-being of an individual on the price of common goods is determined by the positive subjective well-being of an individual on his/her current age and social awareness on environmental issues (Eqn. 46). Moreover, the subjective well-being of an individual on weather conditions is only determined by the positive subjective well-being of an individual on the price of the common goods purchased (Eqn. 87).  

4.6.3.3 Application of the Empirical Mathematical Models of Economic Growth
Empirical models or sometimes termed data models are maps of the relationship and dependencies within a data set.  The data models share all the attributes of the theoretical models; they are partial, have limited accuracy, and are purpose-related (Clarke and Primo, 2012). Empirical models cannot test the theoretical models, and often such tests are unnecessary given the nature of theoretical models (Clarke and Primo, 2012). According to Clarke and Primo (2012), empirical models are useful in one or more of four different roles. First, they have a prediction role that is postdating and forecasting. Second, they have a measurement role, that is improving and quantification of a difficult concept, and, the third, they have a characterisation role, which means that they are describing data and spotting provocative associations, and the fourth role is testing the theory.  
The traditional econometric system models for forecasting involved only the economic variables ignoring the non-economic variables which are directly influence the economic performance of individuals. Therefore, this study introduced a new econometric model that involved a non-economic variables model to forecast the economic growth at any level of production.  These non-economic variables are psychological limiting factors that are considered as the generic drivers of any production system.  Therefore, this model would be applied in multi sectors of economic growth for effective planning and forecasting for income generation in a firm or a corporate. Therefore, based on the fact that the model is psychological-oriented, it can be applied in any sector of production and servicing.

For example, manufacturing in developing countries like Tanzania involves people as the production manpower. The production manpower planning is highly influenced by psychological limiting factors. This model provides predictive information on the effect of the subjective well-being of a worker’s current age. If a worker’s current age is psychologically supporting the individual or household economic plan, the worker would have a positive impact on the production or income generation in the production system.  Clearly, the model explains the effects of economic age classes (e.g., age class for employment or retirement) of manpower planning and forecasting for income generation through production.  
Moreover, the model predicts the effects of motivation of a worker at work would affect the income-earning in a specific production system. Also, the model provides information on how the way the fear of weather conditions changes would affect the income generation of a firm. And finally, the model provides information on how the way geographical location of an individual or firm involved in the production would affect the income generation of a firm.

In the agriculture sector, the model provides key success information to be assessed to a farmer. The model predicts the effects of a farmer’s happiness due to his/her current age relative to farming activities.  In other words, the model explains how the happiness of the people of their current ages influences the output of agricultural activities.  Are people happy and motivated to work as farmers with their current ages?  The model predicts also the effects of fear of a farmer on weather condition changes, e.g. fear of drought, or other seasonal fluctuation risks.  Moreover, the model is useful as it provides a way on how the geographical locations of the individuals engaging in agricultural activities affect the income generation of a farmer.  

On the other hand, the model is applicable in business and investment sectors to predict the income generation in a firm or corporate. The firm or corporate needs reliable income generation plans that are highly affected by their workers’ psychological well-being.  The model provides information on how a way of firm would be affected in the case of low subjective well-being of an investor or businessperson on his/her current age and a level of motivation.   Moreover, the model provides information on how the way the fear of an investor or businessperson on change of weather conditions may affect the income generation of the firm or corporate. Furthermore, the model describes how the ways a geographical location affects the potential income earnings of the firm or corporate. 

The traditional financial and money markets planning and forecasting involved less concern about the individual well-being of customers, which mostly fails. The modern way introduced by this study involved the individual well-being indicators to predict income generation. This model predicts the effect of the individual willingness of engaging in financial agreements such as loans and deposit agreements relative to their current ages. In other words, the model provides information on how the current age of an individual can affect the decision on getting a loan or deposit or spending/consuming commodities. The negative well-being of an individual of his/her current age affects the lending and deposit rates in financial and money market institutions.  
Moreover, the model predicts the information on how the lending and deposing rate can be affected by the level of motivation of an individual on his/her financial requirements. On the other hand, the model predicts income generation through loans and interest (deposit) by considering the effects of fear of an individual on the weather condition changes that can push away the stability of macroeconomic indicators such as inflation and interest rate, etc. Furthermore, the model predicts the way on how income generation can be affected by the location of a lender or customer.

In a specific way, the model is very useful in personal financing and household economic (microeconomic) planning and forecasting. The model provides information on how an individual can optimally select and manage personal assets by considering the age classes of economic plans.  It is noted that the subjective well-being of an individual has an influence on the personal financing strategies/plans. The age classes of economies help an individual to plan and forecast a reliable income generation or sources.  For example, an individual at which age he/she is likely to get loans from or deposit to Banks?  Or at what age is an individual more dependent on certain kinds of income generation, such as the nature of employment?  
Do an unemployed person above 50 to 60 years and an unemployed person with the age of 18-30 years have a similar personal financing strategy or plan? It is not similar, due to the difference in subjective well-being of two individuals on their ages. The preferred share source of financing would be preferred to persons of the age of 18-30 years as the best choice of source of personal financing than persons of the age above 50 to 60 years. This is because the persons of the age of 18-30 years have the high subjective well-being (they are happier with their current ages) and the persons with age above 50 to 60 years have less subjective well-being (they are less happy with their current ages). 
On the other hand, the level of motivation of the individual on personal financing strategy is the predictor factor of the model.  The person with a high motivation on a certain kind of personal financing such as loans, interest from deposit, preferred share, etc he/she is likely to happily opt. In other words, the motivation of an individual predicts a positive gain in the household income generation. Moreover, the fear or negative subjective well-being of the individual on the weather condition changes, the model predicts to reduce the income generation through financial and banking transactions, such a capital issuing, loans issuing, etc.  
The fear of risk due to weather conditions changes reduces the customer’s demanding rate on financial products. The model also, predicts the way on how the geographical location affects the financial gain from financial investments. Therefore, the study concluded this model is a generic model of economic growth as it is applicable in general ways/aspects. 

4.7 Post Examination of the Findings (Ex Post Facto Analysis) 
The ex-post factor analysis or post-examination is the method that aimed to make a close analysis or “reasoning” on what was found in the study. This deep reasoning helps a researcher to understand the nature of findings or the nature of the predictors in the model. Notably, in this study, it is evident that psychological demographic characteristics (Demo), psychological human behavioural factors (Hube), and psychological economic factors (Ecofa) are the most positive impactful variables in the general model that built from the consolidated data and data from Kagera region.  The psychological human behaviour factors provide contradictory evidence in the Mwanza and Kagera samples. In the Mwanza region, the Hube has no significant impact on economic growth but is Kagera region does.  Therefore, an ex post facto analysis was done to understand the nature and behaviour of the impacts of the Hube and Envi on economic growth. The data distributional model (PLS-finite mixture) and curve estimation techniques were used.  
4.7.1 The Finite Mixture (FIMIX) Segmentation 

Finite mixture partial least squares (FIMIX-PLS) segmentation is a method to uncover unobserved heterogeneity in the inner (structural) model. It captures heterogeneity by estimating the probabilities of segment memberships for each observation and simultaneously estimates the path coefficients for all segments. Only two segments were identified, the low-income earners and high-income earners segments (Table 4.21).
Table 4.21: Uncovered Unobserved Heterogeneity in the Inner (Structural) 
	 
	Segment 1 (Low Income)
	Segment 2 (High Income)
	Standard PLS

	Sample size
	0.644
	0.356
	1.0

	GoF
	0.589
	0.679
	0.4984

	R2 (AGDP)
	0.713
	0.706
	0.519

	Demo - AGDP
	0.489
	0.522
	0.550

	Ecofa - AGDP
	0.023
	0.488
	0.257

	Envi -  AGDP
	0.101
	-0.227
	-0.058

	Hube - AGDP
	0.092
	0.679
	0.155


Source: Analysed field data (2021).
Table 4.21 shows the uncovered unobserved heterogeneity in the observations. The data is segmented into two classes. The ex-post analysis of the estimated FIMIX-PLS probabilities of membership was employed to identify the classes (Ramaswamy, Desarbo, Reibstein, and Robinson, 1993). It revealed that classes were low-income earners (less than 1.9 million per year) and high-income (more than 1.9 million) segments/classes. The unit impact of the psychological limiting factors on the economic growth is higher in the group that has a  higher income ( segment 2)  than in the group that has a  low income  (segment 1), but the model fits the data more in segment 1 than in segment 2. 
Segment 1 (low-income earners) compose a large sample of distribution about 64.4 percent. Segment 1 experiences lower psychological human behaviour impact on economic growth than in segment 2. Moreover, a model in segment 1 fits (R2=0.713) more than in segment 2 (R2=0.706). However, goodness-of-fit in segment 1 (0.589) is less than that of segment 2 which is (0.679).  Hence, segment 2 is a very sensitive segment than segment 1 (Tenenhaus et al. 2005). 
Ramaswamy et al. (1993) suggested that the normed entropy (EN) statistic is a critical criterion for analyzing class-specific FIMIX-PLS results. This criterion indicates the degree of separation for all observations and their estimated membership probabilities on a case-by-case basis, and it subsequently reveals the most appropriate number of latent classes for segmentation. The EN is limited between 0 and 1, and the quality of separation of derived classes is commensurate with the increase in EN.   Application of FIMIX-PLS furnishes evidence those values of EN above 0.5 results in estimates for membership probability that permit unambiguous segmentation. 

The more that observations exhibit high membership probabilities, e.g. higher than 0.8, the better they uniquely belong to a specific class and can be well separated. This study has a membership probability of 0.93, and entropy statistics (normed) is 0.681 greater than critical values of 0.5, and the membership probability of these data is greater than the critical value of 0.80. Hence the members are belonging to their specific group; that is there is no unambiguous segmentation. This unobserved heterogeneity was the main cause of the heteroscedasticity problem of data that was solved by the application of weighted least square (WLS) and analysis weighted-automatic linear modelling (AW-ALM) methods. Thus, the difference of data attributes across the regions is the main cause of the indifference findings in the Mwanza and Kagera regions. 
4.7.2 Curve Estimation 

Curve estimation is a post-estimation technique that helps to examine the general or two-way relationship of the independent and dependent variable. It describes the general relational behaviour of the two related variables. Therefore, the ex-post factor analyses disclosed that the Envi and economic growth have U- shaped relationships (Figure 4.5). Moreover, Hube has a concavity relationship with economic growth (Figure 4.6). The implication of the U-shaped relationship between Envi and economic growth is evidencing both negative and positive impacts on economic growth. 
In the short-run, where an individual or a country has a low psychological environmental awareness, the economic activities or outcome hurt more the environment due to uncontrolled economic activities, therefore the negative effect is exhibited. In the long run, when an individual or a country becomes aware of environmental issues and able to control their economic activities to align to the environmental policy and regulations, the economic activities or outcome will not hurt the environment, hence the positive relationship exists. 
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Figure 4.5:  The U-Shaped Relationship between Envi and Economic Growth. 

Source: Analysed field data (2021).
From this graphical presentation of the Envi and economic growth, it is evidencing that an individual or a country with a score of Envi below 0.70 is experiencing a negative relationship between Envi and economic growth, and that have Envi score above 0.70 experiencing a positive relationship with Envi and economic growth.  Therefore, the optimal value of the Envi is at least 70 percent for an individual or a country to achieve both environmental sustainability and economic growth. 
On the other hand, the concavity nature of the relationship between Hube and economic growth is explained in the paradoxical influence on Mwanza and Kagera's regional economic growth. The Hube has a significant impact on economic growth in the Kagera region but in Mwanza does not, this is due to the nature of concavity relations. At the higher level of psychological well-being (Hube), the economic growth of the individual or country tends to slow down due to the principal diminishing return (Figure 4.6).
[image: image383.emf]1

.

4

1

.

6

1

.

8

2

2

.

2

P

r

e

d

i

c

t

e

d

 

a

v

e

r

a

g

e

 

G

D

P

 

p

e

r

 

c

a

p

i

t

a

.4 .6 .8 1

Psychological well-being  (Hube)

predicted agdp


Source: Analysed field data (2021).
Figure 4.6:  Concavity Relationship between Hube and Economic Growth
Figure 4.6 shows the concavity relationship of the Hube and economic growth. It evidences the concave function. In the short-run (lower Hube) the economic growth is maximised steadily.  However, in the long run (high Hube) the economic growth slopping down after flatting at the maximum economic output at the optimal level of Hube.  The optimal value of Hube of this study is 90 percent which lies between 0.80 and 1.00 on the figure.  
4. 8 Discussion of the Findings

 The study was able to determine the psychological demographic characteristics (Demo), psychological environmental factors (Envi), psychological human behavioural factors (Hube), and psychological economic factors (Ecofa) that influence economic growth. Uniquely, the study aimed to examine the impact of non-economic variables on economic growth. 
The study found that the psychological demographic characteristics which are age and education level have a positive impact on economic growth. This means that the individual who perceives that his/her age is encouraging to work for the future has a high economic opportunity gain through his/her age-based opportunity available in the society and it is vice versa. This finding supports some empirical studies on the economic and aging problem that concluded that an individual‘s physical capacity, preference, and needs are changing in line with age advancement (Mester, 2017; Vlandas et al. 2021). Such change of behaviour induced by changing expectations about the life cycle, for example, individuals’ expectations of living longer than the previous generation, may induce them to remain in a work for longer and begin to draw down savings at a later age.  In other words, behavioural responses to population aging can occur in the form of higher savings for retirement and greater labour force participation. In a specific way, empirical studies confirmed that population at the age of 60 years and above decreases the economic growth rate of GDP per capita (Yang et al. 2021; Pham and Vo, 2019).  

On the other hand, this study found that education has a positive impact on economic growth.  This means that an individual who perceives that his/her education level is satisfactory has a higher opportunity for increases his/her income through his/her educational opportunity available at the society. This finding supports  Cleland and Machiyama (2016), Maneejuk and Yamaka (2021), and Maniragaba et al. (2016)   who contended that the population that is capacitated in educations, particularly, secondary and tertiary education is advantaged to explore the new knowledge, skills, technology, and innovation, highly labour market efficiency, and entrepreneurs; therefore, they enhance the economic growth. Specifically, basic education (both primary and secondary levels) is claimed to suffice for the simple production of goods and services and allows workers to use the available technology in the workplace. 
Moreover, higher education is equipping the graduate with the potential capabilities to invest in new technology and help transform the country into a knowledge-based economy (Cleland and Machiyama,2016; Maneejuk and Yamaka, 2021).  On the other hand, the migration of workers with higher education has a significant impact on strengthening the competitiveness and economic development of the country as supported by (Cleland and Machiyama, 2016; Oliinyk, Bilan, Mishchuk, ..., Vasa, 2021). 

In addition, education improves the quality of their lives and leads to broad social benefits to individuals and society.  Education raises people’s productivity and creativity and promotes entrepreneurship and technological advances. Also, better education might lead an individual to a better decision about health, marriage, and parenting style, therefore, education makes individuals more goals oriented and less likely to engage in risky behaviour (Goczek, Witkowska, and Witkowski, 2021). Relying on these empirical facts, it is oblivious that education does not directly impact economic growth; it impacts through mediation factors such a through the labour market, social, cultural, and political determination/awareness of an individual. 
Therefore, there is a nonlinear relationship between education and economic growth (Maneejuk and Yamaka, 2021; Cleland and Machiyama, 2016). Moreover, the direction of the causality is from education to economic growth and government expenditure to education (Krokeyi and Niyekpemi, 2021). It means the improvement of education is the preliminary requirement for economic growth. Therefore, this study confirms that an individual who perceives his/her education level as adequate and the most important in his/her life has a higher opportunity for economic growth, and it is vice versa. 

The motivation of an individual is a psychological human behavioural factor that has a positive impact on economic growth.  This means that an individual who perceives that the location or region that he/she lives in is conducible for work/economic activities and perceives that government or society motivate/support his/her to work is likely to have a high income, and it's vice versa.  The issue of motivation in economics was championed by the early works of Samuelson (1954) and Olson (1965) who related the mental state of the individual and income generation. Therefore, self-interested behaviour was regarded as one of the central tenets of economic theory and as a major threat to social cohesion, which rides on the production of public goods (Romaniuc, 2017).  

The motivation of individuals has many implications in the economic system, particularly, it influences the labour market. The labour demand and supply can be significantly influenced by the state of the motivation of an individual (Romaniuc, 2017). The individual labour demand and supply schedules are influenced by the motivation of the individual (Ritter and Taylor, 1997). Moreover, the sorting job behaviour of the applicants influences the labour market in the economy (Romaniuc, 2017). In the fact of the finding of this study, the individual performance may be intrinsically affected by the location or region as he/she perceives that is not conducive for his/her economic projects. 
Moreover, the support of government such as the presence of a societal policy or better policies and regulations would encourage an individual to increase his/her income generation effort. This is because of people’s willingness to engage in environmentally friendly activities even in the absence of extrinsic motivation (monetary incentives). That is probably because they had an intrinsic motivation to preserve the environment (Romaniuc, 2017).  Notably, economic activities are believed to be intrinsically motivated if there is no reward except the activity itself. Therefore, there is no reason to deviate from the self-interested model (Romaniuc, 2017). 

On the other hand, the psychological economic factors – price and weather changes found to have a significant influence on economic growth. The change in fashion products has been found to have no economic impact in Tanzania; this may be because fashion industries in Tanzania are still an infant. The change of price has no direct impact on the economic growth, it influences indirectly through affecting the level of motivation, and subjective well-being on weather, age, and social awareness of the individual. That is, an individual who perceives that price of commodities is fair or affordable, and not changing faster increases his/her motivation on economic activities and reduced the fear of weather effect, and the negative effect on his/her current age-ability, and consequently, impact the economic growth.  This finding is supported by some studies such as Cavalcanti et al. (2015) who explained the commodity price change exerts a negative impact on economic growth, however, does not influence productivity. This finding evidences that the people in Tanzania do not fear the commodity price change (volatility) during the period of the study. 
In addition, the price change may have a physical impact or direct impact on economic growth. For example, the price change directly can cause the sectoral economic imbalance if the increase of the agricultural products prices would save the farmers and hurt more the other side, e.g., urban workers ((Arezki, Pattillo, Quintyn and Zhu, 2012. Those who benefit, for example, farmers, do not automatically compensate those who lose, and it is left for the government (Ogundipe, 2020; Arezki et al. 2012). Therefore, price changes impose real strains on the government budgets as they shift the problem to other economic sectors.  For example, when the product price falls, the failure of wages to fall will result in a reduced profit or even losses as the profit will be offset by the wage or operation costs (Ogundipe, 2020). 
Thus, the price falls the economy will be insulated from the increases in unemployment and declining levels of outputs due to real wages over those consistently with full employment. The per capita growth rates are significantly reduced by large discrete negative commodity price shocks.  The energy price is a major challenge for many developing countries, is often distorted by government control as a way of mitigating the negative impact of the price change from oil imports, and thus positively affects the domestic economy (Khobai et al. 2017).      
On the other hand, weather changes as having both indirect (through non-economic variables) and direct impacts on economic growth. This study found that weather condition has a direct significant influence on price change and economic growth. This means an individual who perceives that it is worse when the favourable condition changes to bad is a risk is a taker. This can affect the economic growth indirectly through the price setting, as influences the price of the commodity. That is, psychologically, he/she cannot fear the price of change of the commodity and consequently is likely to engage in economic activities competently. For example, an entrepreneur can be fit described by this weather effect of subjective well-being of price. This finding supports Pallattini (2019) who related weather expectation and weather fluctuation and found that weather fluctuation challenges the weather expected. 

On the other hand, the physical or direct impact of weather conditions on economic growth. For example, the changes /anticipated changes of the local weather conditions on transportation systems such as roads, rails, and water transportation increases the operation costs, hence hurting the economic growth (Chu, 2016). The fear of weather events, e.g., severe storms, intense precipitation may affect transportations because more trips are called or re-routed and therefore more travel delays and even traffic accidents (Chu, 2016). 
Moreover, weather impacts agricultural output, industrial outputs, labor productivity, energy demand, health, and others (Abidoye and Odusola, 2015).  Obviously, weather fluctuation has varying effects on GDP growth depending up on the economic sectors. For example, agricultural GDP growth and manufacturing GDP growth are positively related to the fluctuation in cloud cover (Odusola and Abidoye, 2015). 
The fluctuation in cloud cover is more harmful to other sectors of the economy, therefore, the fluctuation of the weather has double effects, it can hurt some of the economic sector and uplift other sectors. Clearly, most studies suggest that there is an inextricable nexus between weather and sectors beyond agriculture, forest, and food security (Nyangena and Ruigu, 2018). Therefore, agricultural countries are influenced more than non-agricultural countries (Chu, 2016; Pallattini, 2019; Cong and Gu, 2020).  

The psychological environmental factor- environmental social awareness found to have a hidden or indirect impact on economic growth. It is impacting economic growth increases the motivation of the individual. This means that an individual who perceives that the culture of preventing environment positively affects the production level in a family is likely to have a positive motivation to work hence has a positive impact on economic growth as he/she generate income through his environment. Other psychological environmental factors tested such as sustainability, policy, and regulation found to have no significant economic impact. Therefore, there is a connexion between the environment and the motivation of the individual. 

In general, the study empirically confirmed that psychological demographic characteristics (Demo) such as age and education have both direct or physical and hidden (indirect) impacts on economic growth. They influence the psychological human behaviour of an individual, for example, a negative perception of the individual’s age affects the mindset of the individual. But, on the other hand, can impact directly the economic growth by manpower (age maturity) and education affects the labour markets- employment. Demo affect indirectly the economic growth through psychological economic factors such a price, weather, and fashion of the product. For example, age is associated with a change of behaviour and preference which are key determinants of fashion. 
Moreover, education also has an impact on deciding the price and use of fashioned products. Demo also indirectly affects economic growth through improving the environmental awareness of the individual or society. The levels of income, education, and age have a close relationship with the environmental awareness of the individual. The higher age, education, and even income of the individual are presumed to have a positive impact on environmental issues. 

Similarly, the psychological human behaviour (Hube) of the individual has both direct (physical) and indirect (hidden) influence on economic growth. Hube indicators such as lifestyle, metacognition, and motivation impact direct economic growth. For example, the lifestyle changes the consumption behaviour of the individual, changing lifestyle by migrating from rural to urban may increase the economic growth if migrants will be employed or get better economic opportunities.  Metacognition and motivation have a direct impact on economic growth as can increase the productivity and work performance of an individual.  Hube influence all other subjective indicators, which are Demo, Ecofa, Envi, and the dummy variable Mwanza region. This means that the subjective well-being or perception of the individual is interpreted in his/her mind which is signified by the psychological well-being capacity.  

For example, the decision to live in either Mwanza or Kagera can be influenced by location motivation and lifestyle forces. Moreover, the academic performance (education level) also is determined by the high metacognition awareness of the individual. Moreover, the perceptions on the Ecofa indicators such as price, weather, and fashion changes are naturally determined by the psychological well-being of an individual.  The same facts for Envi indicators such as perception of environmental policy, regulations, and others are preliminarily determined by the mental capacity of the individual (psychological well-being).  Therefore, Hube has a hidden influence on economic growth through Ecofa, Envi, Demo, and region/location.  

Furthermore, psychological economic factors such as price, weather, and fashion changes have both direct and indirect impacts on economic growth. They impact directly by changing the demand and supply of the commodity goods and the individual perceives that the price is higher or unaffordable. Likewise, weather change can directly impact economic growth, for example, increases in temperature and rainfall can affect other sectors of economic growth such as agriculture and forestry. The fashion preference also increases the demand as the fashion products are type or kind of Veblen goods that have a positive demand curve, they flow the prestige principle rule, that the higher the price encourages more demander (buyers). 

On the other hand, Ecofa influences economic growth through Hube, Demo, and Mwanza regional dummy variables. The price, weather, and fashion change may influence the selection of an individual to migrate from the Kagera to the Mwanza region or one geographical location to another. That is, an individual will migrate to that place or region where he/she perceives that there are relatively better changes in the price of the commodity, weather, and fashion products, particularly for risk-averse individuals/investors. Also, price, weather, and fashion changes may influence the level of income and education level by implicating the educating process cost and threatening the source of income of the individuals.  
Mwanza regional dummy variable has both direct and indirect impacts on economic growth. The impact to direct the economy as a region or geographical location offers more economic opportunities directly to the migrants, for example, due to population and geographical diversification, small business/projects initiatives such bodaboda, mongering business such as green monger, Machinga and others will be profitable than living in the area where the economic opportunity is limited. 

On the other hand, the Mwanza region as a geographical location variable influences economic growth indirectly through influencing the motivation and lifestyle (Hube), price, weather, and fashion changes (Ecofa). That is, living in the Mwanza region increases the demand for changing lifestyle, for example changing use the brand car to use, house, dressing even housing. This demand influences economic growth. Moreover, the demand for fashioned products increases. Thus it why Kagera region was eliminated in the optimal model because has negative implication on economic growth.  Most of the people in the Kagera region are not motivated to work in their region as they think that there are no motives for their environment or government. 

Uniquely, psychological environmental factors such as environmental sustainability, social awareness, policies, and regulations have no direct influence on economic growth; they impact economic growth through Hube and Ecofa. This means that the environmental protection instruments affect the mindset of the individual on how their execution or implementation is done. For example, a regulation that restricts the use of forest resources such as firewood or restriction of cutting trees affects the individual‘s mind (psychological well-being) in the short run.  However, there is a positive impact of policy and regulation (restriction by the laws) on economic growth in the long run.  In other words, the environmental protection instruments may be motivating or not motivating the individual to engage in economic activities that are related to environmental destruction or may change the lifestyle, for example from using firewood to clean fuel such as gases, air, etc.  Therefore, the environmental protection behaviours aimed to change the behaviour of the individual particularly on the use of environmental resources. 

Likewise, the environmental protection instruments may influence economic growth by influencing the price, weather, and fashion perceptions. For example, the economic cost base instrument which aimed to increase the price of the environmental resource to deter the use or massive consumption of the environmental resource may be used. Moreover, these instruments are directly related to weather changes, for example cutting trees or deforestation is associated with the reliability of the rain or weather change. The related environmental resource fashioned product such furniture will be affected so as the influence the demand of the fashioned goods or products.   

In addition, the psychological environmental factors (Envi) were found to have a negative impact on economic growth.  this finding is supported by some scholars. For example, Everelt, Ishwaran, Ansaloni, and Rubin (2010) confirmed that in the short-term economic growth impact negatively the environmental policy, as the cost of avoiding environmental pollution reduces the GDP per capita in a country. Therefore, an effective environmental policy framework is required to ensure long-term economic growth (Everelt et al. 2010).  However, this study contradicts Kuznets (1955) and Malcolm and Nicholas (2015) who find the inverted U-shaped when examining the relationship between economic growth and some environmental quality measures. This study confirmed the U-shape relationship. This difference is due to the methodological fault of scaling or measuring the variables of economic growth and environmental qualities indicators. The transformed data or variables behave oppositely to untransformed data or variables. This study used untransformed data or variables. However, if the data or variables were transformed to natural logarithm the inverted U-shaped is valid. 
On the other hand, the study evidenced the concavity relationship between psychological human behavioural factors (Hube) and economic growth. The nature of the concavity function of the economic growth on Hube results in paradoxical results in Mwanza and Kagera regions’ economic models. The concavity function of economic growth and Hube causes different impacts in the short and long runs. Concavity function implies that in the short run individual who has a minimal or optimal level of Hube has a higher impact on economic growth. In the later, long-run (higher Hube) the impact on economic growth is either negative or positive but insignificant because the Hube is curving downing or is reaching zero slopes or negative (Figure 4.6).  Thus, the study confirms the microeconomic foundation that exhibits the nature of the concavity relationship explains the expected utility theory and the concept of marginal utility in the production function (Schoemaker, 1980; Malcolm and Nicholas, 2015). 
In the expected utility theory, psychological well-being (PWB) is a derived demand that is required to bypass. Then under the uncertainty decision, the choice of the production output GDP per capita and the level of PWB is determined by the concave function.  That is, the preference of choice is bounded by the opportunity available to a person/agent of production.   In brief, the risk aversion decision-makers are explained by the concavity nature of the cardinal utility function (Schoemaker, 1980). 
Moreover, in the microeconomics theory, the production function is usually assumed to be concave over some or their entire domain, resulting in diminishing returns to the production input factor (Malcolm and Nicholas, 2015). Therefore, the nature of Hube and economic growth depicts the theoretical facts for concavity relationships of a factor of production and production output. In the other words, the relationship between PWB and economic growth is explained by the production possibility frontier or curve (Figure 4.6).

CHAPTER FIVE

CONCLUSION AND RECOMMENDATIONS

5.1 Overview 

The previous chapter presented the study findings and discussion. This chapter presents the conclusion, recommendation, and contribution of the study, policy implication, and the suggested area for further research concerning the limitation of this study.  
5.2 Conclusion 

The study found that the age and education variables in psychological demographic characteristics (Demo) are affecting positively the economic growth in Mwanza and Kagera regions. Therefore, the study concluded that the positive subjective well-being of an individual on his/her age has a positive influence on economic growth.  

 Moreover, the study evidenced that the psychological environmental factors (Envi) have a negative and insignificant impact on economic growth. The ex post facto analysis revealed the U- shaped relationship between Envi and economic growth in Mwanza and Kagera regions. Therefore, as far as the Envi has a U- shaped relationship with economic growth, and it has a negative impact on economic growth, the study concludes that the environmental social awareness on environmental issues is still low in Tanzania as found in one of her regions- Mwanza and Kagera.
Relying on the finding that motivation variable in human behavioural factors (Hube) has a significant positive influence on economic growth. The motivated individual has a higher opportunity to grow. Therefore, the study concluded that the positive subjective well-being of an individual on motivation (personal motivation) has a positive influence on economic growth. 
Furthermore, a study found that the price of common goods and weather conditions in psychological economic factors (Ecofa) are influencing positively influencing the economic growth in Mwanza and Kagera regions. The fear of individuals on the price of common goods and weather conditions (negative subjective well-being) hurt more the family economic decision. Therefore, the study concluded that the positive subjective well-being of individuals on the price of common goods and weather conditions have a positive influence on economic growth.
In general, this study found that Demo, Hube, and Ecofa have a positive significant influence on economic growth, and the Envi exhibits the U- shaped relationship with economic growth; a researcher has a good position to establish a sound conclusion and recommendation. The study concluded that the change of economic growth (GDP) in any production system is directly proportional to the change of psychological limiting factors (psychological well-being and subjective well-being) of an individual (PSY). However, the linear relation is mediated by fundamental factors of production (capital, labour) under a constant technology.  
Moreover, the economy of the Kagera region is getting worse than that of the Mwanza region because the Kagera region is characterised by low psychological well-being (Hube) as evidenced in this study. The Kagera residents perceive the region that is not goods or conducive to devote their efforts to economic issues, as well as they feel that lack government support/motivation. Therefore, the inequality of both psychological and subjective well-being of an individual in society is causes of the economic unevenness and most growth. Moreover, the exclusion of the non-economic variable in the economic predictive model results in the unpredictability of the economic growth in Tanzania.   

5.3 Recommendations 

The study suggested five recommendations based on the both general and specific objectives of this study.  The first recommendation is based on the fact that as this study observed that the psychological demographic characteristics (Demo), particularly age and education of an individual have both hidden and direct impacts on economic growth.  Therefore, the study recommends improving the education quality in Tanzania by ensuring the provision of relevant learning materials, including the presence/recruiting the competent teachers in particularly in primary and secondary schools. Moreover, it is recommended to encourage more ICT, science, and mathematics subjects in all levels of education as will improve the educational well-being of individuals and hence improve the economic growth through self-employment or employer-employment opportunity confinement. 

On the other hand, the literature evidenced that the people above the age of 60 year teds to be less productive and changes preference and behaviour, and they likely to consume rather to than save. This recommends span-back the work-age of an individual from 18 years for a graduate up 60 years, by reducing the schooling years from 16 or 17 years of graduate (firs degree) schooling years from primary level to the degree level in Tanzania. This will increase the economic contribution of individuals and strengthen the efficiency of the workforce in a country. 

 The second recommendation is based on the fact that environmental protection instruments such as policies, regulations, social awareness programmes, and sustainability have an indirect (hidden) effect on economic growth. They affect the motivation (intrinsic and extrinsic), lifestyle, and fashion demand of an individual. The restrictive (not educative) regulations reduce the motivation of individuals on economic activities or confine economic growth. For example, the restrictive regulations of the use of used cars or stopping using firewood would have an adverse effect on the economic growth and the subjective well-being of the individual. Therefore, it is recommended stringent environmental protection instruments should not be encouraged. 

The third recommendation is based on the fact that e psychological human behavioural factors such as motivation, lifestyle, and metacognition have both indirect (hidden) and direct (motivation) impacts on economic growth. And, specifically, intrinsic motivation affects other subjective well-being indicators such as psychological demographic characteristics (Demo), psychological environmental factors (Envi), and psychological economic factors (Ecofa), therefore, it is recommended to be used as a generic motivational package for any economic production system, because it has a generic power. Moreover, it is less expensive than extrinsic motivation that used subjective well-being motives such as money, education, promotion, etc. 
 The fourth recommendation is based on the fact that psychological economic factors such as price, weather, and fashion of the product have both hidden and physical influences on economic growth.  And, there is an association between the price and weather changes with the motivation variation of the individual, that is, the weather or price changes influence the motivation of the individual on economic activities. The bad weather or higher price volatility reduced the motivation of an individual to work. Therefore, this study recommends improving the meteorological services in a country and improving the use of meteorological products/services (information) at the local level or by economic agents. The reliable information of weather conditions will affect the price expectation and reduce the fear of economic agents such as farmers, fishermen, and others in several economic sectors. 

The fifth recommendation is about the general finding that psychological limiting factors have a positive influence on economic growth; therefore, the study recommends adopting both the MPVs and LPVs structural model developed by this study in the economic planning in Tanzania. 

5.4 Contributions of the Study

 According to Munkvold and Presthus (2016) and Te’eni, Rowe, Ågerfalk, and Lee (2015) suggested that the three success components for research are contribution, contribution, and contribution. The area of contribution covers aspects or dimensions such as theoretical contribution, contextual contribution, methodological contribution, and others, the following are summaries of some of them.                                                                                                                                          

5.4.1 Theoretical contribution 

The theoretical contribution is the contribution is done within the theoretical framework. It explained how the current research contributes to the existing theories. For example, Munkvold and Presthus (2016) identified five types of theoretical contribution which are confirmation, replication, extension, contradiction, and elimination. The theoretical contribution of this study was established in the summarised form (Table 5.1)

   Table 5.1: Summary of the Theoretical Contribution of the Study
	To
	Category of contribution
	Use of the variables/description

	Neo-classical economic theories
	-Extension (adding of the extra construct) 
-Replication (evidencing that the theory works in different settings)
	Extending the application of neo-classical economic theory in examining not only self-interest rational choice but also the bounded (subjected) or forced rational choice on making economic decisions. This is a new attempt by a researcher in different settings. The new variables/factors used are psychological demographic characteristics (Demo), psychological environmental factors (Envi), psychological human behavioural factors (Hube), and psychological economic factors (Ecofa).  

	Eudaimonic theory of  well-being 
	 -Extension (adding of the extra construct) 
- Elimination (indicate the parts of the theory are obsolete in the chosen setting).
	 The extension of the Eudaimonic theory was done by merging its traditional Ryff (1989) six factors into dimensional factors of human behavioural factors, with specific variables of lifestyle, metacognition, and motivation. Moreover, some factors were eliminated in the theory as they had no interest in this setting.

	 Hedonic theory of well-being
	 -Extension (adding of the extra construct) 
-Replication (evidencing that the theory works in different settings)
	Traditionally, the hedonic theory was limited to happiness, with only three dimensions, which are life satisfaction, presence, and absence of mood. The theory is extended and replicated its application in different settings by the addition of new variables/constructs which are Demo, Envi, and Ecofa which are key determinants of the life satisfaction, presence, and absence of mood of an individual. 


Source: Author (2021).

5.4.2 Contribution to the Body of Knowledge   

In general, the contribution to the body of knowledge can be a generative mechanism as suggested by Bhaskar (1979), extended specific model, provision of the hypothesis, lesson learned, proposition as suggested by Yin (2014), and critical success factors as suggested by (Rockart, 1979). The contribution to the body of knowledge was provided in both quantitative and qualitative approaches (Table 5.2).
Table 5.2: Summary of the Contribution of the Body of Knowledge 

	 Approach
	Types contribution
	Model used/description

	Quantitative
	Generative mechanism

(Bhaskar, 1979)
	A study attempted a new generative mechanism that explains the causal relationship between the psychological limiting factors and economic growth. Specifically, Demo and Economic growth, Envi and economic growth, Hube and economic growth, and Ecofa and economic growth. 

	
	Extend specified model
	A study at the first time extended the Solow-Swan model to include the non-economic variables, which are psychological limiting factors (Demo, Envi, Hube, and Ecofa).  

	
	Provide a hypothesis
	This study for the first time provided the hypothesis that the economic growth (GDP) in any production system is directly proportional to psychological limiting factors (psychological-wellbeing and subjective well-being) of an individual (PSY). However, the linear relation is mediated by fundamental factors of production (capital, labour) under a constant technology.  

	Qualitative 
	Critical successes factors

(Rockart, 1979)
	 The study for the first time introduced the critical success non-economic factors for economic growth in Tanzania, which are Demo, Hube, and Ecofa. 

	
	Lessons learned 
	The study attempted at the first time to describe a lesson that economic growth in Tanzania is influenced by Demo, Hube, and Ecofa. Moreover, their impacts are mediated by capital and labour as the fundamental factor of production (Solow-Swan, 1956).     

	
	Proposition (Yin, 2014) 
	This study introduced at the first time the theoretical hypothesis that psychological factors (non-economic driving factors) and non-psychological factors (economic driven factors) are fundamental-structural components of any production system for an optimal economic growth


Source: Author (2021).

5.4.3 Methodological Contribution of the Study
The methodological contribution of the study includes all conceptual frameworks and operational definitions of variables in the study. It includes the techniques on how constructs are measured, modelling of data, interpreting the theories, etc. The summaries of the methodological contribution were provided (Table 5.3). 
Table 5.3: Summary of the Methodological Contribution of the Study 

	Approach
	Category of contribution
	Model used/description

	Quantitative
	Construct measures 
(Yin, 2014)
	The study developed a new construct in measuring the exogenous and endogenous variables. The latent construct for Demo, Envi, Hube, and Ecofa were at the first time introduced by this study.

	
	Extend specified model
	A study at the first time extended the Solow-Swan model to include the non-economic variables, which are psychological limiting factors (Demo, Envi, Hube, and Ecofa).  

	
	Model (empirical)
	This study for the first time introduced the empirical model for economic growth that integrates/involves both the economic variable and non-economic variables in a Tanzania setting.  

	Qualitative 
	Concept (Eisenhardt,1998; Walsham, 1995)

	 The study for the first time introduced a new methodological concept or term such as psychological limiting factors, psychological demographic characteristics (Demo), psychological Environmental factors (Envi), psychological human behavioural factors (Hube), and psychological economic factors (Ecofa).  

	
	Rich insight (Walsham, 1995)
	The study attempted at the first time to describe insights the psychological awareness in Tanzania is very and hurt the economic growth. Moreover, the U-shaped nature of Envi and economic growth is newly introduced in Tanzania and beyond the theories of the study. 

	
	Mid-range theory  
	The study for the first time combines and applies theories of neo-classical economics, Eudaimonic and Hedonic theories of well-being borrowed from sociology and psychology, and the Solow-Swan model (1956)  for developing of economic growth model in Tanzania. 


Source: Author (2021).

5.4.4 Additional Paths Directions
These paths are empirical or qualitative evidence that is suggested to be applied as a path directly to achievement or solving the existing problem. The summaries of the directions of the additional paths in both quantitative and qualitative approaches were provided (Table 5.4). 
Table 5.4: Summary of Additional Paths Directions  
	Approach
	Path direction
	Model used/description

	Quantitative
	Policy (pre-and post-policy design)
	Quantitatively, the study evidenced that economic growth in Tanzania was positively impacted by Demo, Hube, and Ecofa.  The additional path direction at the policy level is to involve these variables at pre-and post- economic policy design

	
	Institutional (develop and improve both  psychological and subjective well-being)
	At the institutional level, the additional path directions are to improve these psychological limiting factors as are evidenced to affect the production or output of any production system. 

	
	Academic (development of the findings)
	In the academic area, more study is encouraged to attest to the quantitative findings on the relationship between the psychological limiting factors and economic growth by using different settings and methodologies. 

	Qualitative 
	Policy (pre-and post-policy design)
	Qualitatively, the study found that psychological factors and non-psychological factors are fundamental structural components of any production system for optimal economic growth. Therefore, it poses a policy path direction for policymakers to involve both psychological and non-psychological factors in policy design and its implementation.  

	
	Institutional (develop and improve both  non-psychological and psychological factors)
	At the institutional level, the additional path directions are to improve both psychological and non-psychological factors as are evidenced to affect qualitatively the production or output of any production system. 

	
	Academic (develop the findings qualitatively) 
	In the academic area, more study is encouraged to attest to the qualitative findings on the impact of psychological and non-psychological factors on economic growth by using different settings and methodologies. 


Source: Author (2021).

5.4.5 Contextual Contributions

The contextual contribution is the contribution of a study to a particular setting; it may include geographical location, event, or phenomenon that research is based on.  The contextual contribution can be problem-solving as suggested by Mathiassen, Chiasson, and Germonprez (2012), case study or action study as suggested by Yin (2014), and others. The summaries of the contextual contribution were provided (Table 5.5).
Table 5.5: Summary of the Contextual Contribution  
	Types of contribution
	                              Model/description 

	Problem solving,
(Mathiassen et al, 2012)
	Contextually, the study provided a solution on why the economic growth in Tanzania is unevenly distributed, taking a sample from Mwanza and Kagera region. It is evidenced that the economic performance inequality is due to the inequality of psychological limiting factors among the individuals/ regions. Therefore, the study suggested problem–solving strategies are integrated psychological well-being and economic growth.  

	Case study/
action study (Yin, 2014)
	The study provides action research which is based (a case study of) in Mwanza and Kagera region. Therefore, a rich description of the phenomenon in its natural context in Mwanza and Kagera was provided. This is a new contextual contribution attempted by a researcher.  

	Guidelines/roadmap
	A study based on its finding provides a guideline or roadmap on how to improve the economic performance in the regions. In other words, the study provides normative advice on how to increase both psychological and subjective well-being and economic growth.


Source: Author (2021).
5.4.6 Additional Insights

The insights are a deep understanding of the complex issues or a clear perception of the situation provided by a study. These insights may be presented in quantitative and/or qualitative according to the nature of the study. Moreover, the insights may be either empirical evidence such as past studies or theoretical evidence. The summaries of the additional insights were provided (Table 5.6).
Table 5.6: Summary of the Additional Insights of the Study
	Dimension
	Category of insight
	Model used/description

	Empirical 
	Past studies/
empirical evidence
	The significant additional insight posed by this study in the empirical evidence that positive subjective well-being of an individual on his/her current age, motivation, prices of common goods, social awareness, and weather condition has a positive influence on economic growth. This is insights are newly added to the empirical evidence as the earlier empirical evidence misses.     

	
	Empirical or data models
	The study creates insights that both non-psychological and psychological factors are relevant in modelling empirical data.

	
	Practicability 
	The study increases the understanding/perception on the practicality of the neo-economic theory, Eudaimonic and Hedonic theories of well-being in modelling of micro-economic growth models. 

	Theoretical
	Theoretical foundation/fact
	The study creates theoretical insights that more theories and models can be merged or combined to get one theory that compliments the world reality. 

	
	Theoretical models
	The study creates insights that both non-psychological and psychological factors are relevant in modelling theoretical models.

	
	Practicability 
	The study increases the understanding/perception of the practicality of the neo-economic theory, Eudaimonic, and Hedonic theories of well-being in modelling of micro-economic growth models.


Source: Author (2021).
5.4.7 New Knowledge of the Study

Apart from other contributions of the study in various aspects, the mains new knowledge of the study is developing and testing the structural modelling of psychological limiting factors for economic growth in Tanzania. Moreover, the study introduces new knowledge on how psychological well-being and subjective well-being will be measured in relative or line with the neo-classical economic theory by a composite of the psychological limiting factors. 
5.5 Policy Implications

The outset of the findings of this paper raised some policy questions across sectors, regions, and the country where the study was undertaken. The general finding is that both psychological and subjective-well being of an individual has influenced economic growth. The psychological demographic characteristics (Demo), psychological human behavioural factors (Hube), and psychological economic factors (Ecofa) have a significant positive impact on economic growth.  Therefore, they implicate the economic policy. In other words, Demo, Hube, and Ecofa have an implication for economic plans. Furthermore, it is evidenced that the psychological environmental factors (Envi) have a U-shaped relationship with economic growth. Thus, the finding implicates the environmental policy.  
5.5.1 The National Economic Empowerment Policy/Act, 2004

The National Economic Empowerment Policy (NEEP)-2004 and National Economic Empowerment Act (NEEA) – 2004 are legal frameworks on economic growth that are implicated by the findings of this study. The NEEP, 2004 emphasised that one of the challenges for economic growth in Tanzania is the lack of knowledge and experience which is further aggregated by limited education and training, inhibitive customs and traditions, and an inappropriate mindset toward development (URT, 2004). To address this challenge, the country set policy strategies, one of the strategies implicated by this study is revising school curricula to impart entrepreneurship skills to graduands and ensure that they are self-confident, innovative, and motivated to work diligently, and establish an institution that will oversee all empowerment initiatives for enhancing entrepreneurial capacity. Therefore, NEEA-2004 empowers the National Economic Empowerment Council (NEEC) to co-ordinate training entrepreneurship and research geared towards the facilitation of economic empowerment. In  NEEA-2004, section 5(2)(d) the council empowered to advise on the establishment and strengthening of individuals or communal groups, cooperating or partnership or joint venture in economic activities (URT, 2004). 
Through literature reviewed and in line with the findings of this study, the core entrepreneurial attributes are more than self-confidence, innovation and motivation. Therefore, the policy strategy is limited to only fewer (three) of the entrepreneur’s traits. The policy does not broaden the attributes of the entrepreneur to include both psychological and subjective well-being for an individual which is found to be positively impacting the economic growth by this study. The policy convincing that the entrepreneurial characteristic or behaviour has a positive impact on the economic activities of an individual hence should be encouraged.  
One of the major policy faults implicated by this study is on how the entrepreneurial skill or behaviour is imparting in the society.  The policy strategy aimed to use the higher learning institutions as a platform for imparting entrepreneurial skills. In other words, the entrepreneurial skills or behaviour are relevant and limited only for those who have the opportunity to attend higher schools.  The policy excludes the majority of individuals who are micro-producers at the community level who have are not attended higher schools. This study suggests two policy options. The first option is to revise the policy to include all the community in imparting the entrepreneurial skills by introducing the programmes/subjects of entrepreneurship in the low level of education, recommended to start from primary level because most of the producers are primary school leavers. The second policy option is to establish the “informal entrepreneurship training programmes” in the community by involving the key stakeholders such as NGOs, education institutions, reputable research institutions such as REPOA, and others. 
 5.5.2 The National Environmental Policy (1997)/Act- 2004

The National Environmental Policy, NEP (1997) and the Environmental Management Act, EMA (2004) are two legal instruments that govern the environmental issues in Tanzania which are implicated by the findings of this study. The study evinced that the psychological environmental factors (Envi) which were measured by environmental sustainability, social awareness of environmental issues; environmental policies, and regulations have a negative non-significant impact on economic growth. Further examination revealed that the psychological environmental factors have a U-Shaped relationship with economic growth. 
Therefore, if the linear –model shows the negative impact (insignificant), in the U-shaped relationship, it means that the Envi scores in Tanzania are very low. That is, the environmental awareness in Tanzania is very low to amount to economic growth.  

Accordingly, this study evidenced that higher environmental awareness is associated with higher economic growth and it is vice versa. One of the challenges introduced by NEP-1997 on the government is how issues of environmental sustainability can be mainstreamed into the core of the national development policy-making (URT, 1997). 
The corresponding policy objective is to raise public awareness and understanding of the essential linkages between environmental and development and promote individual and community participation in environmental action.  In addition, EMA 2004, empower the National Environmental Management Council (NEMC) under the sector environment section (section 31(1) (f)) to promote public awareness of environmental issues through educational programmes and the dissemination of the information. 
To meet the aforementioned policy objectives, a nation addressed six instruments for the environmental policy which are environmental impact assessment (EIA), environmental legislations, economic instruments, environmental standards and indicators, precautionary approach, and international cooperation. This study takes only one instrument of policy, which is legislation. The NEP-1997 emphasised that for effectiveness, environmental law must be understood and appreciated by the people to whom it is aimed (URT, 1997). 
Moreover, it is therefore stressed that other instruments like public education and public awareness are essential and complementary policy instruments. From the empirical fact of this study, the environmental legislation is not understood and not appreciated by many people. Most people consider the policy and regulations on environmental issues to be bad and not supportive of their economic activities such as agriculture which involves cutting trees, etc.  Therefore, policy and regulation awareness should be provided as a means of increasing environmental awareness in the community. 

5.6 Areas for Future Research
The primary objective of the study was to develop a structural model of psychological limiting factors for economic growth.  Specifically, the study aimed to examine the impact of non-economic variables (psychological limiting factors) on economic growth, which leads to developing the economic model that integrates both the economic variables such as capital and labour and non-economic variables such as psychological well-being and subjective well-being. This study found that a linear relationship between psychological limiting factors and economic growth should be mediated by non-psychological factors, particularly the fundamental factor of production as suggested independently by Solow (1956) and Swan (1956). 
Therefore, this study was limited only to the psychological factors, and only two regions were involved. A researcher suggested areas for future research which remain unanswered in this study to include the establishment of the model that combines both psychological and non-psychological factors. Moreover, as this study is limited only to the cross-sectional data, the future is encouraged by using longitudinal data to attest to the findings of this study. 
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APPENDICES

Appendix A: Self-Checklist Questionnaire

 Section A: Respondent Characteristics 

Kindly, you asked to provide your information regarding on the following attributes. Please be honest to fill or select the appropriate characteristic that fits you.

Name (Optional) _____________     Age________    Sex Male _____Female________

Marital status Single____Married____Widowed_____Separated____   Divorced______

Education level Primary level_____Secondary level_____ college/university level____ Occupation ___________ Mobile_______ Number of family members ____Number of dependants ______ Average monthly income/consumption in TZS ____________
 Section B Questionnaires for Self-Checklist for Psychological Limiting Factors

Please tick the rating column using number from 1 to 5, describing from 1 strongly disagree and 5 strongly agree, such that the provided reason (s) for effect of psychological of the production on economic growth in Tanzania (for the particular factor/variable). Factor /latent variable causes (From conceptual framework (Fig.2.1)

	Rating level    1) Strongly disagree; 2) Disagree; 3) Neutral 4) Agree; 5) Strongly agree

	Scaled Factors
	Description/attributes
	Rating scale

	
	
	1
	2
	3
	4
	5

	2.1 Demographic

Characteristics
	2.1.1 Age is a factor that  psychologically  affects  a family income productivity 
	
	
	
	
	 

	
	The current  age  encourage to work for future 
	
	
	
	
	

	
	2.1.2 Marital status is a factor that   psychologically affects family income productivity.
	
	
	
	
	

	
	It is better to be  married  
	
	
	
	
	

	
	It is better to be single
	
	
	
	
	

	
	Widowed are hardly meet the daily  basic needs
	
	
	
	
	

	
	2.1.3 The  number of family members  is a factor that psychologically   affects a family income productivity
	
	
	
	
	

	
	The  number of family members more than 5 is preferable 
	
	
	
	
	

	
	2.1.4   The income level is a factor that psychologically affects family income productivity.
	
	
	
	
	

	
	The current level of  family income is satisfactory 
	
	
	
	
	

	
	The current source  of  family income is reliable 
	
	
	
	
	

	
	2.1.5 The   educational level  is a factor that psychologically   affect  a family income productivity 
	
	
	
	
	

	
	The current level of education is satisfactory  
	
	
	
	
	

	2.2 Environmental Factors
	2.2.1 Environmental sustainability behaviour is a factor that psychologically affects family income productivity.
	
	
	
	
	

	
	It is  better to preserve the  forest at the  surrounding
	
	
	
	
	

	
	Not encouraged  to pollute  either of land, air  or  water  
	
	
	
	
	

	
	2.2.2 Social awareness on environmental issues is a factor that psychologically affects family income productivity.
	
	
	
	
	

	
	The culture of preventing environments affects the production level in a family.
	
	
	
	
	

	
	 2.2.3  Environmental Policy is a factor that psychologically affects family income productivity.
	
	
	
	
	

	
	It is not encouraged to use wood fuel than other energy sources
	
	
	
	
	

	
	 It is better  to  be guided on   use of land and water resources
	
	
	
	
	

	
	2.2.3 The   environmental regulations/rules are factors that psychologically affect family income productivity. 
	
	
	
	
	

	
	It is  regrettable   to be  punished by  breaking the law
	
	
	
	
	

	
	It is  better to be bound by  rules on environment conservation
	
	
	
	
	

	2.3 Human Behaviour
	2.3.1 Lifestyle is a human factor that psychologically affects family income productivity. 
	
	
	
	
	

	
	Pain is  general avoidable and  happiness is  encouraged  in daily life 
	
	
	
	
	

	
	Rashness  and  irresponsibility   in  public life is encouraged
	
	
	
	
	

	
	Preference  of values and  personal needs  are encouraged in life   
	
	
	
	
	

	
	2.3.2  Motivation is a human factor that psychologically affects family income productivity.
	
	
	
	
	

	
	This location/region is conducible for work.
	
	
	
	
	

	
	 The government motivates the people to work.
	
	
	
	
	

	
	2.3.3 Metacognition is a human factor that psychologically affects family income productivity.
	
	
	
	
	

	
	 A  defined  person  and  knowledgeable to  success 
	
	
	
	
	

	
	A  person with a defined way of achieving   the goals
	
	
	
	
	

	2.4 Economical Factors
	 2.4.1 Price of commodity is a factor that psychologically affects family income productivity.   
	
	
	
	
	

	
	The price of  commodities  is  fair/affordable
	
	
	
	
	

	
	The price of  commodities  are changing faster
	
	
	
	
	

	
	 2.4.2 Fashion of product is a  factor that psychologically  affects family income productivity.  
	
	
	
	
	

	
	It is desirable  to get new design of material/assets
	
	
	
	
	

	
	Beauty and prestigious material/assets are persuadable
	
	
	
	
	

	
	2.4.3 The unforeseen weather  is a factor that psychologically  affect  family income productivity 
	
	
	
	
	

	
	It  is worse when the favourable condition changes to bad
	
	
	
	
	


Appendix B: Self-Checklist Questionnaire

Sehemu A: Taarifa binafsi  

Tafadhali andika au jaza taarifa zako sahihi  kulingana na ulivyoulizwa.

Jina lako (hiari) _______________________      Umri_____      Jinsia:   ME _____KE________ Hali ya ndoa: Sijaoa/kuolewa__  Nimeolewa___Mjane/mgane___ Tumetengana ____Mtalaka___Kiwango cha elimu: Darasa la saba____kidato cha nne/sita ____ chuo vya kati/chuo kikuu__ Kazi_______ Namba ya Simu (hiari)_______ Idadi ya wanafamilia ____Idadi ya wategemezi  ______  wastani wa pato lako/matumizi yako kwa mwezi  ________________
Sehemu B:  Dodoso kuhusu vigezo vya kisaikolojia vinavyoathiri ukuaji wa uchumi katika mkoa wa Mwanza na Kagera, Tanzania
Tafadhali weka alama ya vyema kwa kila chumba kilichoandikwa 1mpaka 5 . Kila namba inaonyeshwa kipimo cha kukubaliana na swali uliloulizwa kama ilivyoonyeshwa kwenye ufafanuzi wake.  

	Ufafanuzi:  1=Sikubaliani kabisa 2=Sikubaliani kidogo; 3= Sinajibu; 4=Nakubaliana kidogo; 5= Nakubaliana kabisa

	Kigezo
	Maelezo
	Kipimo 

	
	
	1
	2
	3
	4
	5

	2.1 Sifa/hali ya  vigezo vya Kijamii
	2.1.1  Umri wako unaathiri kipato au uchumi wa familia yako? 
	
	
	
	
	 

	
	Je, umri wako wa sasa unakuhamasisha kufanya kazi za maisha yako ya mbeleni?
	
	
	
	
	

	
	2.1.2 Hali ya kuwa au kutokuwa kwenye ndoa inaathiri kipato/uchumi wa familia yako?
	
	
	
	
	

	
	Ni vizuri kuwa kwenye ndoa? 
	
	
	
	
	

	
	Ni vizuri kutokuwa kwenye ndoa?
	
	
	
	
	

	
	Wajane/wagane wanapata shida kujikimu maisha yao?
	
	
	
	
	

	
	2.1.3 Idadi ya watu katika familia inaathiri pato lako?
	
	
	
	
	

	
	Kuzaa watoto zaidi ya watano ni bora zaidi? 
	
	
	
	
	

	
	2.1.4  Pato lako linaweza kukujengea hofu na  kuathiri uchumi wa familia yako?
	
	
	
	
	

	
	Kiwango cha pato lako la sasa unaridhika nacho?
	
	
	
	
	

	
	Chanzo cha kipato chako kwa sasa ni cha kuaminika?
	
	
	
	
	

	
	2.1.5 Elimu yako inaweza kukupa hofu  kutekeleza baadhi ya kiuchumi katika familia yako?
	
	
	
	
	

	
	Kiwango cha elimu yako kwa sasa unaridhika nacho?  
	
	
	
	
	

	2.2 Sifa/hali ya  vigezo vya kimazingira
	2.2.1Tabia ya kutunza mazingira inaathiri uchumi/pato la familia yako?
	
	
	
	
	

	
	Unapenda tabia ya kutunza miti/vichaka katika eneo lako?
	
	
	
	
	

	
	Hupendi kuchafua vyanzo vya maji, kuharibu ardhi na hewa 
	
	
	
	
	

	
	2.2.2  Mwamko wa kijamii kuhusu masuala ya mazingira unaathiri uchumi/pato la familia yako?
	
	
	
	
	

	
	Tabia ya kutunza mazingira  katika jamii inaathiri  uchumi/pato la familia yako?
	
	
	
	
	

	
	 2.2.3 Uwepo wa Sera ya nchi kuhusu mazingira unaathiri uchumi/pato la familia yako?
	
	
	
	
	

	
	Hupendi kutumia kuni kwa kupikia katika familia yako?
	
	
	
	
	

	
	Nafurahia kuwekewa vizuizi au utaratibu wa namna ya kutumia ardhi na vyanzo vya maji katika maeneo yangu
	
	
	
	
	

	
	2.2.3 Uwepo wa sheria  za nchi  kuhusu utunzaji wa mazingira unaathiri uchumi/pato la familia yako?
	
	
	
	
	

	
	 Ni vyema kuadhibiwa na sheria za mazingira zilizopo?
	
	
	
	
	

	2.3 Sifa/hali ya vigezo vya tabia/

mwenendo
	2.3.1 Aina(mfumo) wako wa maisha unaishi unaathiri uchumi/pato la familia yako? 
	
	
	
	
	

	
	Unapenda furaha wakati wote katika maisha yako? 
	
	
	
	
	

	
	 Hujali mambo mengi  juu ya maisha yako na ya wengine?
	
	
	
	
	

	
	Najipenda  na nathamini vitu vyangu katika maisha yangu.
	
	
	
	
	

	
	2.3.2   Motisha katika maisha inaathiri uchumi/pato la familia yako?
	
	
	
	
	

	
	Mkoa/eneo hili in pazuri kwa kufanya kazi za kuongeza kipato 
	
	
	
	
	

	
	 Serikali inatia hamasa kwako katika kufanyakazi za maendeleo
	
	
	
	
	

	
	2.3.3 Uwezo wa kujiongoza na kujitambua katika kupanga na kuratibu mipango ya maisha yako ya kila siku huathiri uchumi/kipato cha familia yako?
	
	
	
	
	

	
	Unajitambua na kufahamu misingi ya mafanikio ya maisha yako?
	
	
	
	
	

	
	Unajua njia sahihi za mafanikio ya malengo yako?
	
	
	
	
	

	2.4 Sifa/hali ya vigezo vya kiuchumi
	 2.4.1 Bei ya bidhaa unazotumia katika familia yako inaathiri uchumi/pato la familia yako?
	
	
	
	
	

	
	Je, bei ya bidhaa unazonunua kwa sasa inafaa?
	
	
	
	
	

	
	Je, bei za bidhaa hizo zinaongezeka kupanda kila wakati?
	
	
	
	
	

	
	 2.4.2  Mitindi mbalimbali ya bidhaa inaweza kuathiri/uchumi au Pato la familia yako?
	
	
	
	
	

	
	Je, unatamani kupata taarifa ya bidhaa mpya kila wakat?
	
	
	
	
	

	
	Vitu vizuri na vyenye thamani huwa vinakushawishi?
	
	
	
	
	

	
	2.4.3 Uwepo wa majanga ambayo hayatabiriki/hayatarajiwi huathiri uchumi/pato la familia  yako?
	
	
	
	
	

	
	Unajisikia vibaya pale ambapo hali ya majanga yasijotarajiwa inapojitokeza?
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