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ABSTRACT
This study investigated the capital structure \ality of firms listed on the Dar es
Salaam Stock Exchange by assessing the role oligrativersification. It was led
by four objectives and tested ten hypotheses. Tdectives were; to assess the
levels of capital structure variability, productvelisification variability, effect of
conventional factors on capital structure variépiliand effects of product
diversification on capital structure variability bfms listed in Tanzania. The study
employed an unbalanced panel data of 11 listed aaiep from 1997 to 2014,
making a total of 128 firm years. It used bothistahd dynamic regression analyses.
The results indicated that capital structures ohganies in the sample varied over
time and across companies. Product diversificatiofts various types indicated
variability over time and across companies. Botfaltproduct diversification and
unrelated product diversifications were signifidanpositively related to capital
structure. Related product diversification was sigantly negatively related to
capital structure. Asset tangibility, growth oppmity and non-debt tax shield were
positively and significantly related to capital wstture. Company size, risk of
bankruptcy and going concern were either positieglyegatively related to capital
structure depending on the group of analysis ire@I\Profitability was negatively
related to capital structure. Firms in Tanzaniadng®e take into accounts product
diversification among other capital structure detieants when planning for capital
structure of their firms. The type of product dsification undertaken by a firm
matters in capital structure decisions. Thus, marsageed to consider their potential

effects in managing the firms’ capital structure.
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CHAPTER ONE

1.0INTRODUCTION
1.1 Background to the Research Problem
Capital structure is a particular combination obtdand equity financing of a firm
(Myers, 1984). Capital structure is basically amemg long term financing of a
company, including ordinary shares and preferreates) retain earning and debt.
Capital structure variability has been a focus ahgnstudies by various researchers
around the world. Some significant studies are Myd984), Rajan and Zingales
(1995), Booth et al. (2001), Alonso (2003), Halkét(2004), llyas (2008), La Rocca
et al. (2009), Hernadi (2014) and Talebnia et2014). In Africa some studies are
Abor (2008), Hove and Chidoko (2012), Nyamora (201&emu et al. (2013),
Gweyi et al. (2013), Gathogo and Ragui (2014), Miua (2014) and Tarus et al.

(2014). In Tanzania are Bundala (2012) and BunaiathMachogu (2012).

Several factors affecting capital structure havenbelentified in previous studies.
These include firm size, profitability, going comege asset tangibility, growth
opportunities and business risk; just to mentioiewa. Product diversification has
emerged in the literature on capital structure ridet@ants in firms in the developed
economies. See for example, Alonso (2003), La Retal. (2009), Apostu (2010),
Qian et al. (2010) and Quresh (2012). Little or emaf similar studies exist in

developing or underdeveloped economies.

Product diversification refers to an involvementaofiirm in multiple businesses,
products or segments (La Rocca, et al. 2009). Busmesses, products or segments

may be related in some ways (related diversificgtmr not related at all (unrelated



diversification). Therefore total product diversdtion can be decomposed into
related and unrelated product diversifications. @agree of relatedness is normally

based on the level of resources sharing used ohuptmn or services.

Related product diversification refers to an inevhent of a firm in similar but not
same products based on the extent of sharing ofiress in their production and
services, for instance all beverage manufacturesslyce related products. Their
products, such as manufacture of wine, beer, nmaltsaft drinks are considered to
be similar and therefore a production and servioegure among these products
would be considered as related product diversiboatOn the other hand, unrelated
product diversification refers to an involvementafiirm in dissimilar or diverse
products production and services that do not stem@urces in their production and
services. For instance, the manufacture of beveragéacco, textiles and timber
would be a mixture of four different manufacturipgocesses that do not share
resources in their production and therefore a prtdo mixture among these
products would be considered as unrelated produetsification (Alonso, 2003; La

Rocca et al., 2009).

Another distinction is normally made between diitgrsvhich measures the extent
to which firms are simultaneously active in mansgtidict businesses, products or
segments at a point of time and diversificationalhineasures diversity across both
time and industry simultaneously. (La Rocca et d@D09). There have been
concerted efforts to research on diversificationitaelates to and affect capital
structure of businesses. Recognition of the distindetween related and unrelated

product diversifications has been vital. Empiriezidence, however, is mixed in



terms of how each of the two types of diversifioatiaffects the firms’ capital
structure (Alonso, 2003; La Rocca, et al, 2009; ##pp2010). This situation offers

more problems to research than it tries to solve.

Although related product diversification gives timpression to be superior to
unrelated product diversification in some settiraged vice versa, an important
guestion that arises is whether it really mattengctv product diversification strategy
a firm undertakes (Benito-Osorio et al., 2012). IBuc question has inevitably
motivated studies on related and unrelated prodiversification as well as non-

diversification choices to determine whether th@ich affects the firm capital

structure decisions. Thus, this study is yet anadttempt to contribute to the debate
whether the type of product diversification matt@rscapital structure decisions

(Singh et al., 2003; Klein & Lien., 2009).

Firms have historically practiced diversificatiamasegy for different motives. Some
of these motives are; to oppose the ill effectdaafline in sales and earnings, mostly
in the maturity stage of the business cycle, teaefompetition pressures, to lessen
business risk, to evade takeovers by growing drd' maintain control, to regulate to
the tastes of customers and to satisfy power.h&éé reasons for diversification are
not without a sacrifice from the firm. Since, thédwoes to finance such
diversification stems from either equity or debnhafnce, that in itself begs the
guestion, to what extent companies should use tbebtcomplish such a strategy

(Klein & Lien, 2009)?

There is scanty research, so far, in this areaanzania. A study by Bundala &

Machogu (2012) analysed factors affecting capitalcsure of listed firms but did



not include product diversification. Their papersa@sed on Bundala (2012) cross-
sectional research study, in which six determinaftsapital structure were used,
namely size of the firm, profitability of the firnrgrowth rate, assets tangibility,
liquidity of the firm, and dividend pay-out. Prchility and assets tangibility were
found to be key factors determining the capitalctire decisions in Tanzania. The
size of the firm and liquidity of the firm were adyged to be indicative determinants.
Based on these findings the study recommendediritexhal financing should be

preferred to external financing.

There are wide spread indications for product difieation among companies in
Tanzania and these have motivated this preseny stitd the aim of determining
whether product diversification has any effect lo@ firm capital structure decisions.
This present study extends beyond the six detentsrend a simple cross-sectional
approach used by Bundala (2012) by consideringah &b ten determinants and uses
both the static and the dynamic panel data appesadrhis study contributes to the
understanding of reasons behind firms financingicd® based on diversification

choices.

1.2 Statement of the Problem

Capital structure has proved to be a perennial Ipue finance (Myers, 1984).
Companies normally determine their individual ogtimapital structure in the long
term financing. Capital structure trade-offs inwla balance between cost and risk
among other factors. There has been plenty of relsefacusing on the primary
determinants of capital structure as cited eailersection 1.1. There are still

differing opinions regarding which factors signémtly affect a firm capital structure



and under which situations. On the other hand, rfamters are being introduced and
tested. Such added factors include but not limitedthe following; corporate
diversification, international diversification argtoduct diversification. Although
there is empirical evidence on these new factbesjriclusion and exclusion of such
factors in the various studies has been dictatetliamted by feasibility of such

studies (llyas, 2008, Rocca et al. 2009; Apostd 020

llyas (2008) for instance based on a study of 3&#fmancial firms on the Karachi

Stock Exchange found that 24% of variation in &l of capital structure depends
upon such factors as; profitability, firm size, géility of assets, firm growth, non-

debt tax shields and taxes, while the rest (76%x®ained by other factors that are
still unknown. These determinant factors howevadt® differ by approaches used
by researchers and by focus of researches, wheoeaes other factors tend to differ
from one economic region to the other. So which position of factors explains a
greater extent of the firms’ capital structure ahiiity? This has remained an

empirical issue.

The findings advanced so far, on what combinatibrfactors influence capital
structure variability are difficult to generalize dther countries such as Tanzania,
because of differing contexts, methods used, filmhrmnd economic environments.
For instance, comparable studies in Europe, such@en et al. (2002), Esperanca
et al. (2003), Hall et al. (2004), La Rocca et(a009), Apostu(2010) and in Africa,
such as; Ogbulu and Emeni (2012) in Nigeria, Mog01@) in South Africa, and
Tarus et al. (2014) in Kenya report mixed resuhisterms of directions and

magnitudes of effects of these factors on capitakture variability. A few studies



in developed economies (Rocca et al. 2009; Ap@iuQ), have introduced product
diversification as a factor that affect capitalusture. In examining the role of
product diversification in capital structure deorsi these studies have emphasised
on the need to separate between related and wtrghmboduct diversification La
Rocca, et al. (2009) for example states:-
“...while an assessment of capital-structure choiomsst take into
account diversification..., it is equally importaritat it differentiates
between related and unrelated product diversifoatiThis conclusion

implies that diversification strategy is a feattinat differentiates firms
with respect to their financial behaviours.” (p.28)

However, to the best of the researcher’s knowlettgege are no such similar studies
conducted in Africa and Tanzania in particulart gitéempted to incorporate product
diversification as a factor that affects capitalisture of firms. Thus, this present
study focused on product diversification, as a whahd it decomposed it into
related and unrelated product diversifications eétednining their effects on capital
structure of companies listed in Tanzania. Thiglgtaims to contribute to the
understanding of reasons behind firms financing icd® based on product

diversification choices.

1.3 Research Objectives

1.3.1 Broad Obijective of the Study

The objective of this study is to investigate vaility in the capital structure of
firms listed in the Dar es Salaam Stock Exchang€anzania by assessing the role

of product diversification amidst the conventiodaterminants.

1.3.2 Specific Objectives

I.  To assess capital structure variability of firnstdd in Tanzania.



li.  To assess product diversification variability ofifs listed in Tanzania.

iii. To assess effects of conventional factors suclsset@atangibility, firm size,
firm profitability, growth opportunity, going conaog bankruptcy risk and
non-debt tax shields on capital structure varigbilof firms listed in
Tanzania.

Iv. To analyse the effects of product diversification oapital structure

variability of firms listed in Tanzania.

1.4 Significance of the Study

The study contributes additional evidence to thisteyg body of knowledge on
capital structure determinants by presenting ewgdirevidences from Tanzania
based on an extended range of determinants. Thesenamely; product
diversification which is further decomposed intdated and unrelated product
diversifications. Other factors are; asset tanigyhigrowth opportunity, non-debt tax

shield, company size, risk of bankruptcy, goingaayn and firm profitability.

The empirical evidence thus obtained helps managemke companies listed in
Tanzania to plan for their capital structure finagcchoices after knowing which
factors are critical in influence it. The empiriedidences for product diversification
among Tanzanian companies help management to ptathnd nature and type of
product diversifications that are beneficial toimya capital structure. The choices
of product diversification are facilitated by awdillity of both financial and non-
financial resources to the firms. Particularly fical resources can only be raised

internally or externally.



The choice between related and unrelated prodwetrsifications underscores the
role each type of diversification plays in influemg choices of financing. This is so
because unrelated product diversification is assedito low risk of bankruptcy.
This in turn attracts debt financing. Lenders wolbédmore willing to supply funds
to companies with unrelated than to companies valiited product diversification.
Therefore, findings on the type of product divecsition which has significant effect
to capital structure provide managers with crudiabwledge to manage debt

financing.

Related product diversification attracts internabhcing because of increased risk
from producing similar products. Unrelated proddieersification is more related to
external financing due to reduced risk, as a resulincorrelated cash flows from
these unrelated products. On the other hand, presehtangible assets such as
plants, property and equipment dictate the abiditya firm to finance externally and
hence adjust its capital structure both in the tshor and long run. Presence of large
amounts of retained profits facilitated by big fieize and high growth opportunities
help firms resort to internal financing. Thus, thikmowledge is crucial to
management in their quest for excellent capitalicstire strategies, policies and
plans. These strategies, policies and plans uléiydtave consequential effects on

liquidity, risks and costs attributable to capg#alcture decisions.

The knowledge of these factors help managementatanbe risks and costs of
capital structure involved. This can be achievednaynaging those factors which the
firm can easily manipulate or control such as pabiility and product diversification

or by learning from factors which the firms caneasily manipulate or control but



can take advantages of, especially in the short suoh factors as, firm size, firm

age, asset tangibility and bankruptcy risk.

1.5 Organization of the Thesis

The remainder of the thesis is organized as follmkapter two presents results of a
review of related literature. Chapter three preséme research methodology used in
the study. Chapter four presents findings of thulstwhile chapter five discusses
them. Finally chapter six concludes and draws iogplons and offers

recommendations. Areas of future research arepatsoded.



10

CHAPTER TWO
2.0 LITERATURE REVIEW
2.1 Overview
This chapter presents results of a review of litemrelated to capital structure
determinants. It provides the conceptual defingjoreviews relevant theories and
previous empirical works on product diversificati@apital structure variability and
its conventional determinants of capital structutréhen presents the research gap

and the resultant conceptual framework.

2.2 Conceptual Definitions

2.2.1 Capital Structure Variability

The capital structure of a company is a particetambination of debt and equity
capital that it uses to finance its assets. Theanoon of debt to equity or total
capital is termed financial gearing. Capital stowetis basically an enduring long
term financing of a company including ordinary €saand preferred shares, retained
earnings and debt. On the other hand capital streiefariability refers to the level of
changeability or volatility or instability on th@mbination of debt and equity capital

(capital structure) of firms. This level is asseksaeross industries and along years.

2.2.2 Product Diversification

Product diversification refers to the extent to evha firm participates in more than
one business products or segments, as a proxy ref m@duct type based on
different business classification approaches, @aeily the Standard Industrial
Classification (SIC) (Prosser, 2009). For instarecBtm that produces only one type

of products which belongs to the same businesss d@sed on SIC would be
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considered as product undiversified firm or focudeohs. For examples; a firm
selling furniture, household goods, hardware andnrongery would be considered
as sellingsame products belonging to the same SIC class only @i@: 46.15). A
firm manufacturing games and toys only (SIC code4@R or manufacturing of
electric motors, generators and transformers dBI code 27.11), or a firm selling
a single range of products in only one out of th&$€ codes, would also be
considered undiversified in its products. But, amfithat has a combination of
products or services across these SIC classes,asufiC codes 46.15, 32.40 and
27.11 would be considered product diversified (Almn2003; La Rocca et al., 2009;

Prosser, 2009).

Related product diversification refers to an ineshent of a firm insimilar but not
same products that are within four digits of the SlICdes, that is the classes vary
only by at most the last two digits. For exampleoigsale of sugar and chocolate
and sugar confectionery (SIC code 46.36) and Whtdesf coffee, tea, cocoa and
spices (SIC code 46.37) are considered as produitten four digits of the SIC
codes (i.e. 46.36 to 46.37). These two rangesaduymts whole sales are considered

similar but notsame, hence related products.

The relatedness of a product is based on the dedjressources sharing (such as
technology, materials, labour and equipment) in fgreducts’ production or

processing or sale. Since firms involved in thes sal product classified based on
SIC classes in the preceding example (46.36 tor3d&l3are selling resources in such
firms their diversification is considered to beated. Note that, the preceding

example does not refer to production or manufaatuof such same products,
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because that would be in other SIC classes. Fangbea the manufacture of cocoa,
cocoa butter, cocoa fat, cocoa oil is in SIC clEH382, while manufacture of ground
coffee, soluble coffee, extracts, concentratesoffee, tea and mate is in SIC class
10.83. In these later manufacturing examples ticksses grouping are not based
on sales or sharing of selling resources but they leased on sharing of
manufacturing resources. Thus the two SIC codes (@0.82 and 10.83) are
considered to be related because they are withindigits of SIC codes which vary
only by at most the two last digits (Alonso, 20Q3; Rocca et al., 2009; Prosser,

2009).

Unrelated product diversification refers to an ilweonent of a firm indissmilar or
diverse products that are within two digits of Bk codes, that is they vary by the
first two codes which represent a wide range ofiati@ans in which case the
production, services or sale of such products requindependent resources. Such
products do not share resources in their productiaservices or sales. For example,
a firm that is involved in manufacture of distillgabtable, alcoholic beverages such
as whisky, brandy, gin and liqueurs (SIC codes ddg manufacture of tobacco
products and products of tobacco substitutes sschigarettes, fine cut tobacco,
cigars, pipe tobacco, chewing tobacco and snu@ (®ldes 12). These two ranges of

products vary by the first two digits.

On the other hand, total product diversificatiomamally composed of both related
and unrelated product diversifications. While praduwiversification considers
product mixture across industry and time (yearsygpct diversity considers product

mixture across industry only; that is at a paracuyoint in time only (Alonso, 2003;
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La Rocca et al., 2009; Prosser, 2009).

2.3 Review of Relevant Theories

2.3.1 Theories of Diversification on Capital Struatire

The effects of product diversification on capitaftusture choices have been
explained mostly through the co-insurance effeck&e agency cost and the

transaction cost theories, which are explainecetaitin the following sub sections.

2.3.1.1 The Co-Insurance Effect Theory

The idea of aco-insurance effect for corporate debt was first advanced by Lewellen
(1971). Lewellen argued that the joining-togethértwo or more firms whose
earning streams were less-than-perfectly correlataald reduce the risk of default
of the merged firms (i.e., the co-insurance effectyl thereby increase the "debt
capacity" or "borrowing ability" of the combinedterprise (Lewellen, 1971; Kim &

McConnell, 1977; Monteforte & Stagliano, 2014).

Singh et al., (2003) argued that, the level of temtructure ratios depends on the
level of the co-insurance effect. Theinsurance effect deals with the reduction of
operating risk, which is due to the imperfect clatien between the different cash
flows of a firm running diverse businesses (Lewell@971; Kim & McConnell,
1977; La Rocca et al.,, 2009). This effect is magkevant for firms that develop
unrelated product diversification approaches. lcasised by the low correlation
between products returns under the diversificatoix. The low correlations
between products in turn lead to low cash flow.riBkerefore, these firms should be

able to assume more debt (Kim & McConnell, 1977Ragca et al., 2009).
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The co-insurance effect advocates that firms can decrease risk by means of
diversifying their businesses and, thereby the ceduisk can raise the debt capacity
for the firm. Theco-insurance effect has a positive effect on the firm debt cdya

as a result of the reduction in the volatility ofnf revenues and profits. It is
expected that this effect would be more intensdirms that develop unrelated
product diversification strategies. Co-insurandecatfpredicts a positive relationship
between the degree of the firms’ product diveratimn and capital structure
variability. Consequently, it increases debt cagyaand results in increased debt

usage for unrelated product-diversified firms (Simg al., 2003; Apostu, 2010).

2.3.1.2 The Agency Cost Theory

The agency costs theory was introduced by JensgMawkling (1976) building on

former works of Fama and Miller (1972). Agency ctstory has its roots in the
existence of conflicts of interests between shddsie and managers. Debt
financing is considered as an essential mechansmll¢éviate conflicts between
managers and equity holders. Shareholders cantuas & tool to reduce the
availability of “free cash flows” at the disposdlfom managers. Debt financing, if
used, decreases free cash flow, agency costs andatnay managers from
undertaking value-decreasing decisions in the firdue to increased debt

obligations.

At times, shareholders endorse borrowing as attogulate managerial behaviour,
limiting unhealthy diversification decisions. Asesult, product diversification can
be endorsed by shareholders as a tool to promdieudage. This agency effect is

accounted for in two ways; first, based on cordliat interest between shareholders
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and managers, the optimal capital structure isioddtaby trading off the benefits of
debts against the cost of debt, by encouragingutieeof debt in value increasing
product diversification investments against valeerdasing investments. Secondly,
once debt is introduced into capital structure laeottype of conflict of interest
arises, i.e. the conflict between equity and delbtidrs. In highly geared firms, the
incentives for shareholders to push managers wupuiskier product diversification
projects can result in “an asset substitution €ffeghere equity instruments are
substituted for debt instruments thus a disincenfrom shareholders to promote
managers to use debt financing happens based one#tk to protect ownership

control (Chen et al., 1998).

Agency cost arguments indicate that product difieegion at times can be
considered as an unhealthy corporate strategyubedamay give executives either
too much or little financing choices flexibility.a8ed on this situation, shareholders
may use product diversification as a tool to dikegexecutives by promoting debt
financing through product diversification investrtgernn order to keep managers
busy servicing debts (Li & Li, 1996; Apostu, 2010hus, theagency costs theory
predicts that, if agency conflicts and cost exist®reholders may endorse product
diversification investments in order to promote tdekage, so that they may control
managers from investing in unhealthy investmentss Bventually leads to high
capital structure ratios due to increased debnfiean the capital structure (Apostu,

2010).

2.3.1.3 The Transaction Cost Theory

The transaction cost theory emerged from transaatast economics. Transaction
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cost economics has a stretched history. It was knpneperly as ‘transaction costs’
for centuries. The precedent of transaction cosh@mics was not tied up in a
particular research model or theory, but rathesnnoordinated attempts to give the
elementary idea of “costly exchange” an operatiac@interpart. In 1940, Tibor
Scitovsky introduced the label of ‘transaction sbgtto the economic vocabulary.
In the meantime, Ronald Coase published his 198@érpa which he attributed the
existence of the firm to the cost of using the @noechanism. But, as a theory it

began with the work of Oliver Williamson in 19794#t, 2009).

Williamson (1988) argues that debt and equity afesstute forms of governance
and that the optimal financing choice depends @ndaracteristics of the assets,
particularly the re-usability of these assets igieen case in point. Debt, which
represents a market mode of organization, is famdwhen asset specificity is low
while equity, the equivalent of internal organipati is favoured when relationship-
specific investments are more prominent. So, adegrtb thetransaction costs

theory, the type of diversification adopted by a firm deds on the nature of the

unutilized resources that lead firms to diversify.

Since the type of assets employed by a firm infbeésnthe financial decisions it is
possible to establish a relationship between daptaucture and the product
diversification approach of a firm, through thensaction costs theory. This theory
examines a firm financial decision in terms of tliegree of specificity
(“inflexibility”) of firm assets. When asset spdcity is high, firms will prefer
equity as a financing instrument because, in cdd@wdation, these assets have

low values as they cannot be easily reemployedontrast, debt is the preferred
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financing tool in the presence of general purp&Bex{ble”) assets which are more
valuable as collateral and are able to retain theafue in the event of

liquidation/default (Apostu, 2010).

On the other hand, as noted previously, firms difgitheir activity in response to
the presence of an excess of unutilized assetaskire more prone to adopt related
product diversification strategies when they have excess of highly specific
(“inflexible”) assets because these assets can balytransferred across similar
business products. Excess physical resources, knostledge based resources and
external financial resources are more associateth winrelated product
diversification, while intangible resources andemnial financial resources are more
associated with related product diversification, Sansaction cost explanations
suggest that firms that are diversified across mauginess segments have a lower
employment of specific assets and, hence, can suppare debt (Chatterjee &

Wernerfelt, 1991; Apostu, 2010).

Excess inflexible resources have low collateraligalbecause they are less reusable
or cannot be redeployed to other uses. As a rds)thave less liquidation values.
They tend to discourage lenders because of theirliguidation values. Related
product diversification is possible with highly slam resources which are
characteristically inflexible. Thus related produdiversification investments are
possible with and considered related to interredricial resources, such as retained
earnings and equity, because lenders perceivedagts associated with using low
value collaterals. Thus borrowing to finance readatproduct diversification

investments is costly due to low collateral valaesiled by assets used in related
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product diversification investments. The only conapigely less costly option for
such investments is internal financing. Thus, eslgbroduct diversification will be

related to internal financing.

On the other hand, excess flexible resources higbecollateral values. They tend to
encourage lenders because of their high liquidatraiues. Unrelated product
diversification is possible with non-specific respes which are characteristically
flexible. Unrelated product diversification invesms are possible with and
considered related to external financial resoursesh as loans and bonds, because
lenders perceive low cost associated with using tigjued collaterals. Borrowing to
finance unrelated product diversification investiseis less costly dues to high
collateral values available from unrelated produstestments. Thus unrelated

product diversification is related to external fuicang.

2.3.2 Product Diversification Hypotheses

2.3.2.1 Related Product Diversification Hypothesis

Based on thdransaction cost hypothesis, the type of diversification adopted by a
firm depends on the nature of the unutilized resesirthat led it to diversify.
Inflexible resources and internal finances are ictned to be associated with related
product diversification, because, investments imilar or related product
diversification is hampered by high debt transactiosts. Lenders perceive such
investments collaterals to be less valuable. Marsagél have to pay more for less
debt resulting in costly exchanges. Consequentbnagers are left with only one
option which is: internal financing. Accordinglyhe co-insurance effects theory

suggests that, product diversification in relatagsibess segments results into
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correlated returns which do not lower returns vyt which in turn discourages
lenders from offering loans to finance related piciddiversification investments.
Thus, internal financing is the only possible way these firms to use in financing
investments in related product diversification. A&gative relationship between
related product diversification and capital struettatio is expected; hence our first
hypothesis states;

H1: Related product diversification negatively affecéspital structure of companies
listed in Tanzania

2.3.2.2 Unrelated Product Diversification Hypothes

Based on theco-insurance effect hypothesis, unrelated product diversification
produces uncorrelated returns from diverse busipesgucts or segments, which
reduces business risk and creates greater debtitepaThus lender will prefer to
offer debts to businesses operating in unrelatedlymts or segments. Similarly,
based on théransaction cost hypothesis, unrelated product diversification implies
less debt transaction costs and thus managerepsydr debts procured resulting in
un-costly exchanges. It follows that, a positivéatienship would be expected
between unrelated product diversification and ehpstructure ratios. Hence, the
second hypothesis states;

H2: Unrelated product diversification positively affectcapital structure of
companies listed in Tanzania

2.3.2.3 Total Product Diversification Hypothesis

Based on thagency theory total product diversification is argualpysitively related
to capital structure ratios, as a result of shddshe trying to control managerial
opportunistic practices by encouraging debt useutyin product diversification

investments. Thagency costs theory predicts that debt will be used to reduce the
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ability of a manager to undertake detrimental itwests by promoting healthy

investments, which would be financed by debt.

Consequently, shareholders will promote the usdehit as a device to discipline
managerial behaviour up to the point when theiediyje is realised. One of the
ways to do this is to endorse investments in abfé product diversification
projects. Hence, a positive relationship would Bpeeted between total product
diversification and capital structure ratios ugltat realization. The relationship may
be reversed if such an objective is not pursueacklethe third hypothesis stated in
null statement states;

Has: Total product diversification does not affect capgtructure of companies listed
in Tanzania

2.3.3 Conventional Determinants of Capital Structue

2.3.3.1 Assets Tangibility

Tangibility refers to the degree to which firm assare tangible, physical or material
in nature. Assets such as property plants and swripare considered to be more
tangible while goodwill, brand names and skillegpertise are less tangible (Jensen
& Meckling, 1976; Kochhar & Hitt, 1988). Tangiblessets are less subject to
informational asymmetries and usually they haveatgre values than intangible
assets in case of bankruptcy. So, tangible assetsdp better collateral for loans
and thus are positively associated with higher delels (Titman & Wessels, 1988;
Rajan 1995; Apostu, 2010). It is therefore expethed asset tangibility will have a
positive relationship with debt financing. Hendg fourth hypothesis states;

Ha: Tangibility of the firm assets positively affectapital structure of companies
listed in Tanzania.
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2.3.3.2 Firm Size

It refers to the currency value of assets. It tethsv big a firm is, and captures the
idea of capacity (Rajan & Zingale, 1995; Ogbulu &é&ni, 2012; Oh et al., 2014).
Firm size is a proxy for the inverse probability @éfault. It is assumed to be
positively correlated with capital structure ratiof\s a result, large firms easily
access financial markets and are capable of bangwai better conditions (Titman
and Wessels, 1988; Harris & Raviv 1991; Rajan &géies, 1995; Frank & Goyal,

2002; Apostu, 2010).

Firm size can also affect capital structure negdivFor example, due to “control
rights” effects, small firms are not ready to soder their rights for control to
outside investors and consequently, they prefet dsha financing option (Vries,
2010). Also, Firm size is a sign of ability to eiimate information asymmetry. Less
asymmetric information leads to more appetite twrice with equity than debt,
hence a negative relationship with debt levels wobé expected. Thus, it is
expected that asset size and capital structuresratill be either positively or
negatively related. Hence, the fifth hypothesisté&ed in a null form as follows:

Hs: Size of the firm does not affect capital structafecompanies listed in
Tanzania

2.3.3.3 Firm Profitability

Profitability refers to the level of profit geneaiat over years in relation to its assets
values (La Rocca et al., 2009; Apostu, 2010; Tatual., 2014). The relationship

between capital structure and profitability of enfiis theoretically and empirically

in two ways. First, as firms prefer to obtain ficarg through internally generated

fund, because of its relatively low costs, cap#licture ratios will be negatively



22

related to profitability (Apostu, 2010). The moreofitable a firm is the lesser it is
going to depend on external finance. Firm profitgbwill be negatively related to
capital structure. Conversely, at times, profitdioies can borrow more because the
likelihood of paying back the loan is greater; asswy that past profitability is a
good proxy for future profitability. Thus, debt Whe positively related to capital
structure ratios. Due to expected mixed resultssthth hypothesis is stated in a null
form as follows:

He: Profitability of the firm does affect capital sttuce of companies listed in
Tanzania

2.3.3.4 Growth Opportunity

Growth opportunity refers to potential for a firmm grow in value, size and
profitability. It ultimately captures the scalabyliand potentiality of the firm (Jairo,
2006; Nyamora, 2012; Oh, et al, 2014). High growegportunity firms have high
information asymmetry. Therefore one would expkese firms to have less debt in
their capital structures, because lenders will shway from these firms.
Additionally, firms with high growth opportunitiewill retain financial flexibility
through a low leverage in order to be able to a@sert¢hose opportunities in

subsequent years.

Market-to-book value ratio is usually used as axprior growth opportunities. A
higher market-to-book ratio indicates the extenwtach the market is willing to pay
for the firms’ shares relative to their book valuesm managers tend to explore this
difference as an opportunity to issue equity mdreaply. Stated differently, it is an
opportunity for firms to raise the target fundimgrh equity shares without having to

dilute shareholders’ control too much. Therefor&gmé$ with high growth
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opportunities i.e. higher market-to-book ratio femwvould prefer to finance by
equity, hence less debt. This, leads to a nega®letionship between growth

opportunities and debt ratios.

A positive relationship between growth opportursiteand capital structure ratios has
also been widely assessed (Doku, et al., 2011; KHowhidoko, 2012; Nyamora,
2012; Ogbulu & Emeni, 2012; Bundala & Machogu, 200Latridis & Zaghmour,
2013; Gweyi et al.,, 2013; Nyanamba et al., 2018B)islobserved that, such a
relationship is due to the fact that, small sizen§ have higher needs of funds to be
used in acquiring more of non-current assets, lsecdoey need to grow. Higher
growth firms are normally relatively young (Vrie2Z)10). Due to their limited size,
they have small internal funds; consequently, ttedy on external funds to be able
to acquire the required assets for growth despite fact that such funds are

expensive to them.

Furthermore, with equity and debt, firms are furtbetated by ownership control
rights effects. Firm ownership is not easily shamatl Consequently these firms rely
on debt financing since equity issues infringe wantights. Thus a positive
relationship between growth and capital structuatios is supported in the
developing economies (Vries, 2010). Therefore, gnoapportunities are expected
to be either positively or negatively related tgita structure ratios. Hence, the

seventh hypothesis is stated in a null form avedt

H7: Growth opportunities of the firm do not affect dapistructure of
companies listed in Tanzania
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2.3.3.5 Going Concern

Going concern refers to the degree to which a fivith continue to exist in a

foreseeable future. The length of time in operati@nmally determines the going
concern of the firm (Alonso, 2003; Apostu 2010; Ngmba et al., 2013). Abor
(2008) argues that age of the firm is a typical snea of reputation in capital
structure models. As a firm continues longer inrapen, it initiates itself as a
continuing business concern and therefore increigseebt capacity. Thus a sound
going concern is positively related to debt. Hertloe, eight hypothesis states:

Hs: Going concern of the firm positively affects capgaucture of companies
listed in Tanzania

2.3.3.6 Bankruptcy Risk
Bankruptcy risk refers to the degree to which anfievel of debt usage attracts
bankruptcy proceedings. Higher use of debt leadsgber level of bankruptcy risk
(Kremp et al., 1999; Booth et al., 2001). Firmshwliigh debt levels have higher
volatility of net profit and implicitly higher bamiptcy risk. High bankruptcy risk
leads to less use of debt, as a mechanism to &aikruptcy. Consequently, one
would expect a negative effect of bankruptcy risk debt finance (Titman &
Wessels, 1988; Kremp et al., 1999; Booth et alQ12®lonso, 2003). Hence, the
ninth hypothesis states;
Ho: Bankruptcy risk of the firm negatively affects dapi structure of
companies listed in Tanzania
2.3.3.7 Non-debt Tax Shield
Non-debt tax shield refers to the profit size copsmces that results from tax

savings that are caused by deducting items sualeeciation costs and finance



25

costs in determining taxable income (Myers, 1984 Rocca et al., 2009). Unlike in
the case of debt tax shields, De Angelo and Ma¢L¥i80) make a case for non-debt
tax shield arguing that, firms that are capablelefreasing taxes by means other
than interest expense deductions will employ ledst ¢h their financing structures.
For that reason, if a firm has a huge amount of-aelnt tax shields, such as
depreciation, its likelihood of negative taxableame is higher and it is expected

that its amount of debt will not be increased ot teasons.

Thus, debt level should be negatively related &ldvel of non-debt tax shields (La
Rocca et al., 2009). A negative effect of no-delstghield on capital structure ratios
will be expected. Hence, the tenth hypothesis state

Hio: Non-debt Tax shield of the firm negatively affectpital structure of
companies listed in Tanzania

2.4 Empirical Literature Review

2.4.1 Diversification and Capital Structure

There is scanty empirical evidence on the relahgs between product
diversification and capital structure. Some of Htedies that have looked at the
diversification-capital structure relationship aserveyed here; Kochhar and Hitt
(1998) found that equity financing was associatedth wrelated product

diversification, while debt financing was assodiatvith unrelated product

diversification. Their justification was that, redd product diversification brings in
more specialized assets whereas unrelated divatsifin put in assets less
specialized to the firm, since less specialize@tassave high liquidation value, and

as a result, they attract more debt financing gpgetialized assets.
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Alonso (2003) employed panel data from 480 firm@fr1991 to 1994 to study
product diversification in Spain. Total debt rateoJogistic transformation of total
debt ratio, short term debt ratio, long term deditor were used as measures of
capital structure. Also two dissimilar proxies afoguct diversification strategies
were used, namely; the Barry-Herfindahl index ahd Entropy index of total
product diversification. Alonso further controllédr firm specific characteristics
such as; business risk, growth opportunities, fai@e, intangible assets and firm
profitability. An insignificant negative relationgghbetween product diversification

and capital structure ratios was found.

La Rocca et al. (2009) analytically studied theatiehship between product
diversification and capital structure using a pasheia approach among 190 Italian
firms in which 76 were listed in stock markets fra®80 to 2006. They further used
a target adjustment model, estimated using GerethMethod of Moments (GMM)
approach. They found that total product diverstfara was negatively related to
capital structure ratios. In addition, they fouhdttthe extent of product relatedness
between business products is vital in the relatignbetween product diversification

and capital structure ratios.

They were able to show that related product difieegion based on business
synergies and resource sharing, was negativelyeckle capital structure ratios.
They also found that, unrelated product diversiitcabased on financial synergies
was positively related to capital structure ratiddditionally, they found that type of
product diversification causes different speedmftfience on capital structure ratios

towards optimum ones. That is, firms pursuing eslaproduct diversification and
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firms that are undiversified moves toward theiriimpim capital structure ratios more
slowly while firms pursuing unrelated product disifcation move toward their

optimum capital structure ratios more quickly.

They additionally found that, the preceding yearapital structure ratio has a
positive influence on the current debt financingele significant at the 1% level. The
coefficient of the lagged capital structure ratiegel variable, (1 ), interpreted
according to the direction was in the range of 8@R85. As a result, the parameder
which measures a firm rate of adjustment of thetexg debt ratio on the way to a

target debt ratio, was in the range 0.35-0.71.

Consistent with the postulation of the transactmst hypothesis, the adjustment
process was shown to be a trade-off between thestadgnt (transaction) costs
involved in moving towards a target ratio and tlsts of being in disequilibrium.

Thus, firms that have adopted related product difieation have greater transaction
costs as a result they slowly adjust their caitialcture ratios to the optimum ones,
while unrelated product diversified firms have Esgansition costs as a result they

quickly adjust their capital structure ratios te thptimum ones.

Other empirical studies (Rumelt, 1974; Barton & @wor, 1988; Taylor & Lowe,
1995; Kochhar & Hitt, 1998; La Rocca et al., 20@8pwed that firms following
unrelated product diversifications have higher @dpstructure ratios while those
following related product diversifications have kewcapital structure ratios. Their
findings are consistent with the co-insurance ¢ffand the transaction cost

suggestions. That is, capital structure ratiosease with thedegree of related-
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unrelated level of product diversification, thusojecting a positive relationship

between product diversification and capital streetatios.

These findings are consistent with agency-cost riheti predicts that capital
structure ratios decrease with tldegree of related-unrelated level of product
diversification. This happens especially when téeel of investments in product
diversification detriments increases with the degoé related-unrelated product
diversification. However, previously noted studigg other researchers produced
contrary results; Alonso (2003) and Singh et &00@) established a negative but
insignificant relationship between capital struetwatios and total diversification;
and La Rocca et al. (2009) established a negativte skgnificant relationship

between total product diversification and capitelcure ratios.

By studying a sample of 2,286 firms that were imedl in product diversification
from 1960 to 1973, Kim and McConnell (1977) citedApostu (2010), found that
product diversified firms make greater use of dadptity mixtures than the blend of
independent firms did before product diversificatawas implemented. Consistent
with these results, Apostu (2010) confirms that dpici-diversified firms are
significantly using debt financing than productdsed firms. Conversely, when
geographic diversification, size, growth, tangilili profitability and risk were
controlled for, Apostu’s analysis confirms the désof Alonso (2003) and Singh et
al. (2003) which had reported a negative but infigant relationship between

capital structure ratios and product diversificatio

While controlling for geographic diversificationsset turnover, firm size, past firm

growth, expected firm growth, and profitability,n§h et al. (2003) found that
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product diversity individually is on average untetito debt ratios. Their findings
confirmed that firms following a strategy of dualetsification, that is product
diversification and international diversificatiororcurrently, appear to use more
debt. Thus, due to existence tfe co-insurance effect there is increased debt
capacity that in turn attracts more debt financihigerefore, although individually
each type of diversification may be negatively tedlato firm capital structure ratios,

the two types of diversification complement eadieoin promoting debt financing.

Quresh et al. (2012) empirically confirmed bate co-insurance effect theory and
the transaction cost theory. Firms having both product and geographic
diversification have greater amount of debt as canexgbto the non-diversified firms.
The diversified firms; manufacturing and exportsgyeral products; have a bigger
capacity to take on debt due to their strengthifificdlt circumstances which may

cripple the entire firm if it is specialized.

Therefore, the nature of firms’ resources and [bilgyi of resources sharing dictate
a type of diversification to be employed. The tygdediversification matters in the
analysis, and in studying effects of diversification capital structure. Empirical
evidences are mixed on the way types of producerdification affect capital

structure, due to various reasons such as typesdastries, methods of analysis
used and focus of a given study. The direction ebtionships between product
diversifications and capital structure depends &m® tstructure of product
diversification itself. But significantly as wellsithat the type of product
diversification dictates the speed at which firndguat their capital structure ratios

towards optimum ones.
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2.4.2 Conventional Determinants of Capital Structue

Empirical studies have shown that profitability,seis tangibility, firm size,
bankruptcy risk, growth opportunities and tax sisehffect capital structure (Oh et
al., 2014). The evidences on these factors vargsaccountries, sectors and firms

within a given industry due to attributes spedi@ia firm (Vries, 2010).

2.4.2.1 Assets Tangibility

From a theoretical point of view a contributingttacof capital structure is the type
of assets of the firm, because costs of finand&ttess depend on the type of asset
structure of a firm (Vries, 2010, p. 59). Most engal studies report a positive
relationship between the proportion of tangibleetssind the level of debt (Apostu,
2010). Consistent with empirical evidences from mresearches such as Titman &
Wessels (1988) and Apostu (2010) in developed cmsntsome researchers in
Africa have found a positive relationship betwessed tangibility (asset structure)
and capital structure ratios (Abor , 2008; Kheé&ifbaadaa, 2011; Hove & Chidoko,

2012; Gweyi et al., 2013; Umer, 2014).

The reasons for a positive relationship were basedrguments that, tangible assets
are less subject to information asymmetry and Hakger liquidation values than
intangible assets in case of bankruptcy (Apostd02@. 35; Vries, 2010, p. 59). A
large number of tangible assets increase the yaloifita firm to issue secured debt
(Booth et al., 2001). So, such assets provide tbetthaterals for debt, as a result
they are positively related to capital structureosm On the other hand, based on
agency conflicts, firms with assets that are lasaifying as collaterals may as well

opt for higher debt levels to limit managerial jieges from being enjoyed (Titman
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& Wessels, 1988; Apostu, 2010).

Consistent with the evidence of Booth et al. (20@1few researchers in Africa (such
as Kenya, Nigeria, Ghana, Morocco, Ethiopia, Zimbakand Tanzania) found a
negative relationship between asset tangibility aagital structure ratios (Vries,
2010; DokKu, et al., 2011; Aremu et al., 2013; BuadaMachogu, 2012; Chechet et
al., 2013; Latridis & Zaghmour, 2013; Moyo, 20138e justification that has been
put forward is that agency costs of debt increasenrassets cannot be collateralized
(Jensen & Meckling, 1976; Apostu, 2010; Vries, 2010hus, creditors place

stringent terms, consequently leading firms toecpdty rather than debt.

2.4.2.2 Firm Size

Empirical results on the relationship between time ©f a firm and its capital
structure are mixed (Vries, 2010, p. 69). Most eog studies in Europe, Australia
and America report a positive relationship betwsee and capital structure ratios
(Rajan & Zingales 1995; Frank & Goyal 2002; Apo2Q10). Despite the differing
industries, sample size, sample composition, dagitaicture ratios, firm size
measures and regression techniques, the positidesigmificant relationship has
been persistent in most studies in Africa (sucliKasya, Nigeria, Ghana, Ethiopia,
Zimbabwe and Tanzania) have indicated a positivé significant relationship
between size of the firm and capital structureosat{(Abor, 2008; Doku, et al., 2011,
Khediri & Daadaa, 2011; Hove & Chidoko, 2012; Nyamo2012; Ogbulu &
Emeni, 2012; Bundala & Machogu, 2012; Aremu, eR@l3; Latridis & Zaghmour,
2013; Gweyi et al., 2013; Nyanamba et al.,2013; tJri614; Gathogo & Ragui,

2014).
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This relationship was attributed to the fact theged size attracts lenders. Assets are
used as collateral for loans because they prapeetr risk of bankruptcy and distress
costs. Size effects trigger higher firm reputatéord result into high credit ratings
for larger firms. As a result, financial instituti® are more willing to offer loans to

larger firms and at a lower rate than to smallexson

However, a few exceptions are there that find aatieg relationship between firm
size and capital structure ratios. For instancé&s/2010) studied a large sample of
280 listed and delisted South African firms, witlf6@4 observations. Unlike the
previous studies that used asset values, Vries naedal logarithm of sales as a
measure of firm size. Vries found a negative retaghip between firm size and
capital structure ratios. The negative relationshigs attributed to low information
asymmetry presented by large firms. Vries argues, flarger firms provide more
information than smaller ones, especially on tlegjuity issues. Thus, the public
investors are more informed about the firm, theeetbe chances that the shares are
undervalued are very low, and as such investorsnare willing to buy equity. As a
result, such firms, at time may prefer equity ig&ato borrowing, which means their

equity are more attractive to investors than debt.

Further, Achy (2009) employed a panel of 550 netel Moroccan firms, with
2,859 observations; used various measures for fze robust analysis; natural
logarithms of sales, natural logarithms of assetsl aatural logarithms of
employment. All the three measures for firm sizeenfeund to be negatively related

to long term capital structure ratios. Archy atitiéd the results to a number of
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possible explanations. Small firms are constraimgdcontrol rights” effects. They

are not ready to surrender their rights for contoobutside investors. As a result,
they prefer debt as a financing option. Seconthdiwith large amounts of tangible
assets already have a stable income that pushmsttheesort to internal financing
rather than debt financing. The two attributes @dwconcurrently, presents a

negative relationship between firm size and capgifaicture ratios.

2.4.2.3 Firm Profitability

Empirical evidence from previous studies supporbeth negative and positive
relationships between profitability and capitalusture ratios (Apostu, 2010).
Evidences for a negative relationship are extenddagan & Zingales, 1995; Booth,
et al.,, 2001, Fama & Frech, 2002; Abor, 2008; Vrri2810; Khediri & Daadaa,

2011; Hove & Chidoko, 2012; Aremu et al., 2013;rldis & Zaghmour, 2013;

Umer, 2014; Tarus et al., 2014). The rationaletlier negative relationship is that if
the firm is following a perking order financing tahour then firms would prefer
internal financing to external ones (debt) (Apo&010; Vries, 2010). Additionally,

profitable firms may avoid debt if there are norpidéax shields (for example
depreciation) large enough to be an inducemennagasing debt financing for debt

tax shields.

Research findings for a positive relationship asewell persistent (Achy, 2009;
Doku, et al., 2011; Nyamora, 2012; Gweyi et al.120Moyo, 2013; Gathogo &
Ragui, 2014). The justifications for the positietationship are that first, if a firm is
influenced by cost-benefit trade-offs behaviouiténfinancing, then more profitable

firms will prefer debt financing in order to bertefiom debt tax shields (Apostu,
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2010; Vries, 2010). Secondly, if past profitabiligcts as a proxy for future
profitability, more profitable firms are capable lodrrowing more because of their
increased likelihood of ability to pay back thensgaHarris & Raviv, 1991; Vries,
2010). Thirdly, debt financing can be used by patiie firms as a means to reduce
agency costs (Vries, 2010). The use of debt trggdebt obligations such as interest
payments in order to limit management freedom.i@4darly, debt is used in this
respect to discipline managers from misusing feshdlows. Thus, due to high debt
capacity, lower agency costs and tax shields adgent firms with higher

profitability have higher capital structure rati@gostu, 2010; Vries, 2010).

2.4.2.4 Growth Opportunity

Empirical evidences on growth opportunity are mix8tudies in Africa (such as
Kenya, Nigeria, Ghana, Morocco, Ethiopia, Zimbabavel Tanzania), which are
largely represented by developing economies inéicat positive relationship
between growth opportunity and capital structutesa(Doku, et al., 2011; Hove &
Chidoko, 2012; Nyamora, 2012; Ogbulu & Emeni, 20B2indala & Machogu,
2012; Latridis & Zaghmour, 2013; Gweyi et al., 20Nyanamba et al.,2013). It is
observed that, such a relationship is due to tbetfeat, small size firms have higher
needs of funds to be used in acquiring more of cloment assets, because they need

to grow.

Higher growth firms are normally relatively younyries, 2010). Due to their
limited size, they have small internal funds; cansmtly, they rely on external
funds to be able to acquire the required assetgronth. With the two options,

equity and debt, they are further constrained byerghip control rights effects
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preferences. They are not willing to share-out fownership, as a result they have
to rely on debt financing because equity issueitgccontrol rights. Thus, positive
relationships between growth and capital structateos were evidenced in the

developing economies (Vries, 2010).

However, many studies, particularly from develogednomies, support a negative
relationship between growth opportunity and capg#aucture ratios (Rajan &
Zingales, 1995; Chen, 2004; La Rocca et al., 2@08mu, et al., 2013). Several
explanations have been provided. Firms with highagin opportunities should use
less debt and more equity thereby projecting a thegaelationship. Based on
agency cost arguments, improvements in growth dppiies lead to higher agency
costs for debt. The lenders will impose higher €ost debt for growing firms,
because they fear such firms may engage in ris@&egts in future, thus increasing
their bankruptcy risk and costs. Thus lenders s¥ilf away from these firms (Booth

et al., 2001).

Similarly, when firm leverage is high, managemeavé incentives to engage in
“asset substitution” (share-bond exchange process)anging bonds for shares,
which transfers wealth from shareholders to bord#rsl Thus, due to this
phenomenon and the agency conflict between shatefsohnd lenders, high growth
firms, tend to keep their debt ratios low, becailms have a stronger incentive to
avoid underinvestment and asset substitution, whitse due to agency conflicts
between shareholders and lenders. Therefore, swelien would project a negative

relationship between growth opportunity and cagstalcture ratios.
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2.4.2.5 Going Concern

The proxy for going concern (GOCO) is a firm ageal dras traditionally been
included among the factors that determine capitalctire. Petersen and Rajan
(1994) found that aged firms maintain higher cdpstaucture ratios, because of
accumulated reputation. Hall et al. (2004) establisthat age is positively related to
long-term capital structure ratios but negativelated to short-term capital structure
ratios. Green et al. (2002) also established thetleas a negative weight on the
possibility of incurring debt in the initial capitanix and no impact in the additional
capital mix. The reason for this relationship whaatt the older the firm the more
they are exposed to information; consequently, tipegject less information
asymmetry to lenders. They are able to presentod goedit history and thus are

good candidates for loans (Abor, 2007).

As firms mature, they become more reputable andlaleeto raise debt much easily
because the bond markets recognise their namesiréitms have higher debt
ratios because they are considered higher quatitysfbased on experience and
reputation accumulated over the years (Petersoraj@rlR 1994; Umer, 2014). But,
notably Esperanca et al. (2003) found that agegdatively related to both long-term
and short-term capital structure ratios, the reagonthis relationship were probably

due to young age and information asymmetry preddmgeyoung firms.

2.4.2.6 Bankruptcy Risk
The level of risk is said to be one of the primdsterminant of capital structure
(Abor, 2007). Research evidences indicate thatsfirend to shy away from

excessive debts in order to reduce their bankrupisk. Findings from both
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developed and developing economies indicate thakrbptcy risk is negatively

related to capital structure ratios (Alonso, 2088pr, 2008; Moyo, 2013; Umer,

2014; Gathogo & Ragui, 2014). The rationalizatiom forward was that, bankruptcy
risks emanate from both increases in direct angle@atfinancial distress costs. The
direct costs include all the costs of bankruptcyciwtare cash outflows of legal and
administrative fees. Indirect costs are non-casmmsfi economic losses resulting
from bankruptcy. Firms that increase significarttigir debt financing increase their

financial distress costs (Vries, 2010).

Firms increase their debt level as a result ofltenefits, their ability to meet fixed
interest payments decreases (Abor, 2007). Suchuatisn increases the risk and
cost of bankruptcy for such firms. Firms that atjheir capital structure away from
excessive debt reduce the risk and cost of bandyupirms with high profitability

and risk averse tend to avoid debt usage by relgmgternal financing in order to
reduce bankruptcy risk. The tax shelter-bankrumost theory of capital structure
determines a firm optimal capital structure rat®aafunction of business risk. In
presence of agency and bankruptcy costs there @i@centives for the firm to

utilise the tax benefit of 100% debt within thetistéramework model (Abor, 2007).

2.4.2.7 Non-debt Tax Shield

Studies have found that debt tax shield is posditivelated to capital structure ratios
while non-debt tax shields such as depreciation rexgatively related to capital

structure ratios (La Rocca et al., 2009). Empirabences both in developed and
developing economies have persistently indicatetegative relationship between

non-debt tax shields and capital structure rathdso(, 2008; La Rocca, et al., 2009;
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Khediri & Daadaa, 2011; Hove & Chidoko, 2012).

The rationalizations for a negative relationshig @hat; when corporate taxes
increases are high, firms which are able to rediazes by means other than;
deducting interest expenses will employ less deltheir capital structure (Vries,
2010). Non-debt tax shields may be regarded adisubsfor debt tax shields (La
Rocca et al., 2009). Thus, non-debt tax shield delot tax shield are inversely
related. So, if non-debt tax shields, such as degrens are higher, the probability
of negative taxable income increases, it is ldsd\lithat the amount of debt will be
increased for tax reasons. When non-debt tax shiatd larger firms have less
incentive to use debt tax shields to benefit froteriest deductibility. Thus, non-debt
tax shields are negatively related to capital stmecratios, while debt tax shields

will be positively related to capital structureiost

On the contrary, but consistent with the finding3ieman and Wessel (1988), Umer
(2014), found a positive relationship between nehtdtax shields and capital
structure ratios, in Ethiopian companies. The fmssexplanation put forward was
that non-debt tax shields (tax deduction for dejpteEms) were not a substitute for

debt tax shield.

2.5 Synthesis and Research Gap
The research gap is the missing element in thdiegibterature. The following are
the elements that are missing and need to be agdires “Product diversification

effects on Capital structure ratios”;
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Contextual elements: - The Tanzanian context pesvid fresh ground for

substantiation of research. Presence of mixed @usvempirical results on how
related, unrelated and total product diversifiqagi@affect capital structure ratios is a
knowledge gap (La Rocca, et al, 2009). This studgotliporated product

diversification as a new variable within the Afmcaontext and decomposes it into
related and unrelated product diversificationstAebest of the author’'s knowledge,
this factor has not been studied in Tanzania amit@fin general. The need to
validate firm characteristics such as tangibilisyze, profitability, going concern,

growth opportunity, bankruptcy risk and tax shieftects on capital structure ratios
is a gap that need needs to be filled as well Tar@zanian setting where this related

study has been at least once done (Bundala, 2012).

The presence of mixed results on the magnitudedaedtion of effects (positive or

negative) to capital structure ratios is yet anotep, but also presence of mixed
results in terms of whether the effects are sigaift or not; because some study find
positive or negative significant or insignificarglationships, some examples are;
(Esperanca et al., 2003; Hall et al., 2004; ApogQl0; Hassan, 2011; Ogbulu &

Emeni, 2012).

Methodological elements; the presence of varioupieral approach to the topic
provides several knowledge gaps, some studies gngiliic regression models
(Bundala, 2012; Kariuki & Kamau, 2014) others dymamodels (Abor, 2008; La
Rocca et al., 2009; Apostu, 2010; Moyo, 2013; Mimala2014) with inconsistent

results. Unlike the study by Bundala (2012) whideadl cross-sectional data, this
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study went further by using panel data which is enioformative and rich in data
than a mere cross-sectional or longitudinal stddys study used both the static and
dynamic methods, namely the fixed effects regressimodels and the General
methods of Moments regression model and compaed th better fit the data and

produce more reliable results.

The difference in variable measurement methodseisapother gap; for instance,
some have used debt to equity ratios to measuiigakcapucture (Kochhar & Hitt,

1998; Alonso, 2003). Others long term debt to teisdets ratios (La Rocca et al,
2009; Apostu, 2010) that yielded conflicting resusimilarly, in measuring various
product diversification strategies others have usetiopy Index (Palepu, 1985; La
Rocca et al., 2009) while, others Barry-Herfindaddx (Jacquemin & Berry, 1979;
Kranenburg et al., 2004) or Categorical measuresrgdarajan & Ramanujam,
1987). Lack of consensus in methods provides aefaremore studies in this area.
This study particularly used the entropy index ®asure product diversification and

further decomposed it into related and unrelatedyct diversifications.

Theoretical elements The presence of alternative theoretical postutaba the
effects of product diversification strategies orpital structure calls for theory
validation and testing; there are at least threerils that attempt to explain, from
different angles, the effects of product diversifion on capital structure:- These are
the transaction cost hypothesis (Penrose, 1959; Chatterjee & Wernerfelt, 19@t)
insurance hypothesis (Singh et al., 2003; Apostu, 2010and agency theory
arguments (Li & Li, 1996; Apostu, 2010). Some studies suppibe theories while

some studies do not. The mixed results necesséasarch in this area (La Rocca et
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al., 2009; Apostu, 2010), and the quest is to assdsch theory is supported in

Tanzania.

Therefore, the knowledge gaps that this reseatemated to fill were to contribute
to the efforts to explain the capital structureastvariability by providing empirical
evidence on related, unrelated and total prodwardifications when controlling for
conventional capital structure determinants andddgdebt ratios through panel data
models. This was done in an effort to find betterysvto explain capital structure
variability in Tanzania. Thus, this research usadeepirical approach, based on
panel data regression analysis, and data from coiegpaperating in Tanzania,
based mainly on the transaction cost theory argtsmeco-insurance effects
hypothesis and agency cost theory. The study wadbyeten hypotheses that test
these knowledge gaps. The methods and hypothesé®wrthese research gaps
were addressed are summarized in the conceptuakdvark and detailed in the

methodology chapter.

2.6 Conceptual Framework

To envisage theoretical relationships between ieddent variable and dependent
variables the following general formulation is eoydd in mapping the conceptual
framework. GEAR =f (L.GEAR, RDIVE, UDIVE, TDIVE, TANG, SIZE, PROF,
GROP, GOCORISK, NDTS U). Where GEAR is capital structure, L.GEAR is a
lagged capital structure variable, RDIVE is relatdiyersification UDIVE is
unrelated diversification, TDIVE is total diversiition, TANG is asset tangibility,
SIZE is firm size, PROF is firm profitability, GRQP growth opportunity, GOCO is

going concernRISK is risk of bankruptcy, NDTS is non-debt taxedtls and U as
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Figure 2.1 Conceptual Framework

Source:Researcher’s own Design (2015).
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CHAPTER THREE
3.0 RESEARCH METHODOLOGY

3.1 Overview

This chapter presents the research philosophydiggmna strategy and design used in
the study. It covers the research study area apdl@ion, sampling procedures,
data collection methods, variable measurementsdata analysis procedures and

techniques used in the study.

3.2 Research Philosophy, Approach and Strategy

According to Greener (2008), research philosophyarnadigm refers to a set of
beliefs which guides researchers on what to bearesed and how the findings
should be interpreted. These paradigms are crirc@dériving logic and reconciling
differences on researchers’ varying perceptiorhefdame phenomenon. This study
employed a post-positivist paradigm which is aistplof the positivist paradigm.
This research philosophy is also known as realiSau(ders, et al. 2012). The
positivist paradigm is strictly empirical in naturf tends to ignore all logical
reasoning which may not be tapped by strictly eroglianalysis. The Post-positivist
paradigm takes a position from which one can maksaonable inferences about a
phenomenon by combining empirical observations Jatical reasoning. Post-
positivists view business phenomenon as being pibétec, based on many
contingencies, and habitually seek to discover eéhesntingencies as a way of

comprehending reality better (Bhattacherjee, 2012).

The study employed a deductive research approastarts with a theory and testing

theoretical postulates using empirical data (Samdet al. 2012; Bhattacherjee,
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2012). In deductive research, the objective ofrdsearcher is to test concepts and
patterns modelled into hypotheses, identified ftbeory by means of new empirical
data. Thus deductive research is said to be thestyrg research. Deductive
(theory-testing) research is more productive winemet are many competing theories
of the same phenomenon and researchers are ietkriesknowing which theory

works best and under what circumstances (Bhattpehe2012).

Deductive research is often derived from a set igdt fprinciples or axioms.

Deduction is the process of drawing conclusionsualaophenomenon or behaviour
based on theoretical or logical reasons based omital set of premises. Since
deductive research involves theory-testing, theé sp was to identify one or more
theories that were relevant to addressing the relseabjectives. These theories
identified were namely the agency theory, the ciance hypothesis and the

transaction cost theory.

The study adopted mono quantitative methodologyséid secondary data in which
panel data technique was employed. The study useatchival research strategy.
This strategy uses records and documents as theigai sources of data. It allows
for researches studies that focus upon the pastlamges over time to be answered
(Saunders, et al., 2012). The study used reseaadmigues and procedures is
similar to those used by other studies in the figdd instance to cite some in Europe
(Alonso, 2003; La Rocca et al., 2009; Apostu, 2040) others in Africa (Aremu et
al., 2013; Gathogo & Ragui, 2014; Mbulawa, 2014).atopted a deductive

approach, because it starts from established #®ori
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The study used regression analysis with panel t@ataniques. The main advantage
of panel data technique is its objectivity in methoand outputs, others are:
“....because of the several data points, degreeseefiddm are increased and co-
linearity among the explanatory variables is redutieus the efficiency of economic
estimates is improved” (Abor, 2008, p. 13). Funthere, “A panel data set also
allows us to control for unobserved cross sectietetogeneity” (Woodridge, 2002,

p. 169), other advantages are; control for indigldoeterogeneity, provides more
informative data, more variability and more effindg. In using panel data methods
“Micro panel data gathered on individuals, firmsdanouseholds may be more
accurately measured ....Biases resulting from aggeegaver firms or individuals

may be reduced or eliminated” (Baltagi, 2005, p. 7)

3.3 Study Population

The study is based on a population of registeredpemies in the Dar es Salaam
Stock Exchange (DSE). The exchange was incorporate&eptember 1996 and
trading started in April, 1998. It is located in rDas Salaam Tanzania and is
organised into two segments; one, the Main Investrivarket Segment (MIMS)
which is the main exchange and; two, the Entergasmsvth Market (EGM) (Dar es
Salaam Stock exchange, 2014). The exchange is onediby the Capital Market

and Securities Authority (CMSA) (Norman, 2010).

The Dar es Salaam Stock exchange since its estaidig in 1994 and its
incorporation in 1996 to 29/12/2015 has listed @ltof 23 companies. These are
listed on both segments. One company, National sknvent Company Limited

(NICOL) was delisted in 2011. The MIMS had listedtaal of 19 companies
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namely: (Precision Air Limited, Tanga Cement Lindit&Swissport Tanzania Public
Limited Company, Tanzania Tea Packers Limited, @are Breweries Limited,
Tanzania Cigarette Company, TOL Limited (formerlgnZzania Oxygen Limited
(TOL)) and Tanzania Portland Cement Limited; whaet locally listed at the Dar es

salaam stock exchange (DSE).

Companies that are cross-listed are: African Blar@old, Kenya Airways and
National Media Group. The EGM had listed a total dfcompanies namely:
Mwalimu Commercial Bank, Maendeleo Bank and Mkomb@ammercial Bank.
Both segments are composed as follows; 15 localpeoies from Tanzania and 7
cross-listed companies (6 from Kenya and 1 fromté¢hKingdom) (Dar es Salaam

Stock Exchange, 2015, “Listed companies”, para.1-2)

3.4 Sampling Procedures and Sample Size

The sampling frame for the study was all 23 locad aross-listed companies. This

population was selected because these companieshbavwogeneous characteristics;
first, they are subjected under similar conditiswch as similar stock market

regulations; second, they are all subject undeedamncial reporting standards and
requirements which makes availability of data fesaarch accessible; and third, this
study chose listed firms following the approactotifer studies as indicated in Table
8.1. The study sample was drawn from these loddlcanss-listed companies in the

Dar es Salaam Stock Exchange, for the years 1994-20

The study observes variables across years for #isé paximum 17 years, thus

maximizing on the number of observations (firm-gdrom the population, which
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is arrived at by adding the total number of yearsperation for each firm since first
listing or cross listing at DSE. The 23 companiesthe study population were
subjected to different exclusion and inclusionesid. The following companies
were excluded. Eight highly regulated companiesatgnbar es salaam Community
Bank, National Microfinance Bank, Jubilee Holdingsited, Kenya Commercial
Bank, CRDB Bank, Mwalimu Commercial Bank, MaendeBank and Mkombozi
Commercial Bank. These were banks and insuranc@aoies which are normally
highly regulated, their regulators normally imposeaximum gearing ratios which
they are not supposed to violate, such an effeutaaeasily be isolated when these

companies are combined with companies that do awe Buch restrictions.

A company must have been consistently listed. €hisrion excluded one company
namely National Investment Company Limited which swdelisted in 2011.
Avalilability of data was another criterion whichneinated three companies, data for
which were not available. These companies were hyargast African Breweries
Limited, Swala Gas & Oil and Uchumi Supermarketwhs difficult to find the
required data from these companies. Their prospedid not give details of
financial statements that could provide the needisé. A total of 11 companies
were excluded leaving a sample size of 11 compavish were finally included in
the study. Thus, thaximum number of sample observations (firm-years) was 128
constructed from 11 companies that meet the aboetusion criteria. Some

comparable study samples are as indicated in Bablef Appendix I.

3.5 Data Sources and Collection Techniques

Data came from the Dar es Salaam Stock Exchangebatk# and sampled
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companies’ databases. The data was extracted fiampanies’ annual reports,

which normally include the following statements;e tistatements of financial

position, the income statements, the cash flonestahts and the statements of
change in equity. These statements provided dat&édocalculation of the ratios and
indices which were used in measuring capital stinectatios and the various factors
that were predicted to affect capital structuree Tiotes to these statements,
management reports on the operations of the compamd DSE market reports
provided qualitative information of the nature aperations of the companies under

study.

3.6 Reliability and Validity of Measurements

Reliability and validity are the benchmarks agaimkich the adequacy and accuracy
of the measurement procedures are evaluated iarodsdt was crucial to ensure
that variable measurements were meeting the ackwdget standards

(Bhattacherjee, 2012).

3.6.1 Reliability of Measurements

Reliability is the level at which the measure ofagiable or construct is consistent or
dependable. In other words, the same measuremsuolisreare expected for a
particular variable over time using the same saakming that the phenomenon is
not changing. Reliability implies consistency buwt @&ccuracy. It is measuring the
intended variable consistently and precisely (Biddhierjee, 2012). Following the
advice of Bhattacherjee (2012) reliability was ioyed by using quantitative
measures. Quantitative measures are objective;ateesnore reliable than subjective

measures. The use of statistical packages suckcakfer data cleaning, control and
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organization was used to avoid human errors and ldas before entering data in

STATA for analysis was ensure.

3.6.2 Validity of Measurements

Validity refers to the degree to which a measufécently represents and measures
the underlying variable or construct that it iseimied to measure. Theoretical
assessment of validity focuses on how well the idka theoretical variable or
construct is translated into or represented in perational measure. Translational
validity (or representational validity) examines atlier a measure is a good
reflection of its variable or construct. It consistf two subtypes: face and content
validity (Bhattacherjee, 2012). Face validity reto whether an indicator seems to
be a reasonable measure of its variable or consttaontent validity relates to how
well the indicators and attributes, such as praefiets, years, sales, debt and equity
that went into the calculations or measurementshefvariables ratios or indices
relationally represent the variable (ratio) inteddIt tries to assess whether the
content of the measurement technique is in consenaath the known literature on

the topic.

Translational validity is typically assessed usiagpanel of expert who are
conversant with the area of study. This was talea of by a review of researchers’
works that used similar measurements for the viasabsed in this study. But also
experts in this field were consulted to make she¢ the measures used sufficiently
capture the variable intended. The study usedbatgs in the calculation of
variables’ ratios that related to the variableg thay were measuring. For instance,

the use of profit and assets figures in calculagirgfitability. Profit figures directly
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relate to profitability while assets figures remeisthe drive for such profitability
thus a ratio of profit over assets has more fadilitsathan if it were constructed
using other attributes. As suggested by Bhattaebef2012) content validity was
easily estimated from a review of the literaturetbe concept/construct topic and

through consultation with experts.

Criterion-related validity examines whether a giveeasure behaves the manner it
should, given the theory of that variable or caumdtr It includes two sub-types:
convergent and discriminant validities. Convergeatidity refers to the closeness
with which a measure relates to (or converges lomconstruct that it is purported to
measure, and discriminant validity refers to thgrde to which a measure does not
measure (or discriminates from) other construcas ithis not supposed to measure.
Usually, convergent validity and discriminant vélydare assessed jointly for a set of

related constructs (Bhattacherjee, 2012).

Convergent validity was established by comparing tbserved values of one
attribute (indicator) of one variable (constructithhvanother attribute (indicator) of
the same construct and demonstrating similarityh{gh correlation) between values
of these attributes (indicators). It was demonsttahat the attributes (indicators)
that were used in constructing variables (constjuetere highly correlated; for
instance, profitability as a variable (construcgdhattributes (indicators) namely;
profit and assets. Because these two attributelcétors) are closely related they
indicated high correlation. The same procedure mastained for the rest of the

other variables to ensure convergent validity efitieasurements.
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Discriminant validity is established by demonstigtihat attributes or indicators of
one variable or construct are dissimilar from (iteave low correlation with) other
variable constructs. For instance, the followingafsles were included in the study;
profitability (attributes were profit and assetgjpwth opportunity (attributes were
percentage changes in sales) and capital stru@tiréoutes were debt and equity).
Thus, the ratios from profitability, growth oppanity and capital structure are not
correlated because, the variables do not sharsdime data in their construction,
attributes across variables are not correlatedaaelast one of their attribute is not

directly related to the rest of the attributes i@ators).

In these attributes (indicators) where there wéoseccorrelations the indicators or
variables were transformed using mathematical ploes such as logarithm
transformation for instance natural logarithms weased in calculation of firm size
based on total sales. All the transformations weased on theory and other
researchers’ empirical practices. Thus correlabetween attributes within the same
variable indicated high convergent validity whilack of correlation between

attributes from different variables indicated hajhcriminant validity.

3.7 Operational Definitions and Variables Measuremeats

Operational definition refers to the process ofeleping indicators or items for
measuring constructs or variables. This processvallfor an examination of the
proximity amongst these indicators as an assessaofetieir accuracy technically
referred to as reliability. Indicators operatetla@ empirical level, in contrast to

constructs, which are conceptualized at the thatdével.
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The combination of indicators at the empirical lengpresenting a given construct is
called a construct or variable. This combinatioohtecally refers to operational

definitions of the variables. Each indicator maydaumerous attributes (or levels)
and each attribute represent a value. An index eeraposite score derived from
aggregating measures of multiple constructs or @rapts using a set of rules and
formulae (Bhattacherjee, 2012). The proceduresritbestbelow were used to come

up with the variables that were used in this study.

3.7.1 Dependent Variable: Capital Structure

Due to data limitations many studies measure dagtitacture in book values rather
than in market values. The ratio of total debtdtalt capital (defined as total debt
plus equity or only equity) is considered to bespresent the effects of past
financing decisions. Thus, the study involved delbib to capture capital structure
measure. Debt ratio was computed as the ratio ok balue of debt to the sum of

total equity value and total debt values as usedgmnstu (2010).

The capital structure measure (ratio) was categariato three primary types of
capital structure ratios; total capital structua¢ia or total gearing (TGEAR), long
term capital structure ratio (LGEAR) and short terapital structure ratio (SGEAR).
These are respectively referred to as total ddh, rmng term debt ratio and short
term debt ratio. The dynamic regression analysithéu developed these ratios into
lagged total capital structure ratio (L.TGEAR), dag long term capital structure
ratio (L.LGEAR) and lagged short term capital stame ratio (L.SGEAR)

respectively.
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3.7.2 Independent Variable: Product Diversification

The first set of independent variables includecatesl product diversification,

unrelated product diversification and total proddistersification. There are several
ways to measure diversifications, some of them B&ng;opy Index, Modified Barry-

Herfindal Index, Efficient Diversification Measurand the Two-dimensional

Categorical Measure. The study differentiates betwerelated product

diversification and unrelated product diversifiocati based on Standard Industrial

Code (SIC).

3.7.2.1 SIC Categorical Classification

The simplest measure of product diversificatiohusiness segments count measure.
It is the number of industry groups in which a fioperates based on Standard
Industrial Classification (SIC) codes. SIC dataanprised of a four-digit scheme
that can be used to define increasingly more rdfmeasures of business or industry
affiliation (i.e., with a single digit code beinhe least refined measure and the four-
digit code representing the most refined measura ffm business or products or

segments (Martin & Sayrak, 2001).

3.7.2.2 Entropy Index

La Rocca et al., (2009) define the entropy indgxr@uct diversification measure
that uses data from sales segments by taking atomuat concurrently the number of
business segments in which a firm operates, tleatibn of a firm total sales across
industry segments, and the various degrees ofetlass among the industries. In
this study it is represented by the following syisbd@DIVE;: which is total product

diversification entropy indicator of firm 1 in timet. Constructed as;
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TDIVE; , = iP_,- 1u(1/P_)
F

= ; where R is the proportion of business sales of business
segment j defined by the 4 digit SIC codes (stashdtzatustrial classification codes)
(Prosser, 2009). Thus, the higher the TDMftio is the more product diversified a
firm is in all of its’ products. Hoskisson et g11,993) argued that, the entropy index
indicates a high level of validity on several dimiems including face, content,
convergence, divergent and prediction validitiebe Tcomponent of the entropy
index can be derived by a separation of total @ytiato its related and unrelated
parts. It weighs the segments by the relative sfzdeir sales. It is readily derived
from secondary data and can be measured at as@le. This measure has been
widely used in measuring product diversificationtle literature (La Rocca et al.,

2009). Refer to Table 8.2 of Appendix I.

SIC codes represent business segments classifidati@ll economic activities. The
business segments are used as proxies for prodiadess for a particular product
represent sales for that particular business segniem example, in this study
Tanzania Breweries (TBL) is involved in the followi business segments
represented by SIC class codes; 11.01, 11.02, Hn6411.05. The following is a
sample of SIC classes representing different basisegments: - 11.01: Distilling,
rectifying and blending of spirits, 11.02: Manufa& of wine from grape, 11.03:
Manufacture of cider and other fruit wines, 11.B&nufacture of other non-distilled
fermented beverages, 11.05: Manufacture of beem)6iIManufacture of malt,
11.07. These (SIC class codes:- 11.01, 11.02, 14n@411.05) represent some of
business segments in which TBL is involved in, @HilL.03 and 11.06 and 11.07 are

examples in which TBL is not involved in.
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Similarly, Tanzania Tea Packers (TATEPA) is invalvea the following business
segments represented by SIC codes; 01.27, 10.88228d. These SIC classes are:-
01.27: Growing of beverage crops, this class inetudyrowing of beverage crops:
such as coffee, tea, mate, cocoa and other bevearages. SIC class 10.83:
Processing of tea and coffee which includes teegssing, blending of tea and mate,
manufacture of extracts and preparations baseéanrtmate, manufacture of herb
infusions (mint, vervain and chamomile). SIC cl8892: Packaging activities, this
class includes: packaging activities on a fee otrectual basis, whether or not these
involve an automated process: bottling of liquigdsluding beverages and food,
packaging of solids (blister packaging, foil-cowretc.), security packaging of
pharmaceutical preparations, labeling, stamping iemgtinting and parcel-packing

and gift-wrapping.

The products sales from these business segmentssadeas proxies for product
sales diversification. The entropy index is deriviem summation of all individual
products sales (based on SIC codes) each weightttein respective logarithms of

the inverse of individual products sales (base&lihcodes) for each firm and year.

That single formula and calculation rest"DIVE,@.t)) represents only one single
observation for entropy, which is observed forrggk firm at a single time period.
This is a single firm-year entropy for total protiudiversification. Thus, the

calculations were made for all firms and all yeamnsler study to arrive at complete

data for total product diversification.

UDIVEi; is unrelated product diversification entropy irat@ of firm i in time t,

e
DIVE; . = 5,1 (1 )
e =215 (s,

constructed as;~ ; Where $is the proportion of business
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(sales) of segment j defined according to the frdligits of the SIC code. The
higher the UDIVE: the more a firm is diversified in unrelated progucWhile
TDIVEi: considers all business segments that the companpvdved in as
demonstrated in the preceding paragraph, UDJ¥@nhsiders only business segments
(based on SIC codes) which are different by th&t fivo digits. For instance, in the
TATEPA example, the company operates in businegsisets represented by SIC
codes 01.27, 10.83 and 82.92. It operates in timeslated business segments. Thus,

it is involved in unrelated product diversification

RDIVE;; is related product diversification entropy indmaof firm i in time t, given
by; RDIVE, . = TDIVE, . — UDIVE, . Thus, a group of products using respective SIC
classes business segments sales as their proxidefired as a set of related
segments, such that RDIVEs the related diversification of several segmewithin

an industry group i in time t (Palepu, 1985). Dargr is therefore measured within
industry groups at a time. The higher RDIYIdex is, the more diversified the firm
is in its related products (Garcia et al., 2013ing the TBL example, the SIC codes
11.01, 11.02, 11.04 and 11.05 are considered RRKIBECe they only vary by the
last two digits, and are within the major classOD1.Thus, TBL is involved in four
related business segments. It is following a redlgeduct diversification strategy.

Thus, TDIVE; is the summation of both RDIVEand UDIVE;.

3.7.3 Conventional Determinants of Capital Structue
Consistent with previous studies such as; Mayer \Afakttington (2003), Alonso
(2003), La Rocca et al., (2009) and Qian et a1(@, the present study used several

firm specific characteristics as conventional Valea in order to address alternative



57

explanations for the expected results as well aslgarly determine the effect of
product diversification types on capital structuetios by isolating other factors

influences.

The choice of conventional variables was led byttte®ries and review of variables
that explain corporate capital structure and whigre briefly described in chapter
two. As noted earlier on, theoretical and empiristldies have shown that firm
profitability, asset tangibility, firm size, banlpicy risk, going concern, growth
opportunities and non-debt tax shields affect ehitructure (Oh et al., 2014). The
definition and measurements are indicated in T&8kein the Appendix I. Further,
following Rajan and Zingales (1995), the study u$iesh and time dummies to
control for firm-specific and time-specific effectSurther, capital structure ratios
levels have year specific effects caused by diffem®acroeconomic conditions

across time, affecting all firms at a particulampan time.

The conventional determinants or conventional \@emused in this study are based
on a ratio scale coding (refer to Table 8.2 of Appe I) as follows; Tangibility:
Non-current assets (NCA) to the book value of tatdets (TA) that is (NCA/TA)
and this was symbolised by TANGfor firm i at time t. (La Rocca, et al. 2009;
Apostu, 2010). Firm size: natural logarithms ofatctales, that is In(Sales) and this
was symbolised by SIZEfor firm i at time t. (Alonso, 2003; La Rocca,at 2009).
Profitability: the ratio of earnings before interedaxes, depreciation and
amortization (EBITDA) to the book value of totalsas ratio i.e. EBITDA/TA. This
was symbolised by PRG@For firm i at time t (Apostu, 2010; Vries, 2010; Odt al.

2014).
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Growth opportunities: sales annual growth, Salesiahgrowth and was symbolized
by GROR for firm i at time t (Apostu, 2010;0h et al. 2014oing concern: Age of
the company that is the number of years in operatgymbolized by GOGCEfor

firm i at time t (Alonso, 2003; La Rocca, et al.02) Apostu, 2010). Non-debt Tax
Shield: depreciation and amortization (DA) dividbg total assets (TA) that is
DA/TA and is symbolised as NDTSor firm i at time t. (Booth, et al. 2001; Alonso,
2003; La Rocca, et al. 2009; Apostu, 2010). Bantaypisk/Financial distress:
Earnings volatility as a percentage change of egmi(operating incomes) or
earnings change as percentage, thatAs(EBITDA), and is symbolised by RISK

for firm i at time t (Alonso, 2003; La Rocca et 2009; Apostu, 2010).

3.8 Data Analysis
The analysis of data was quantitatively done usimegSTATA software version 12
was used. Both descriptive and multivariate analyschniques were used and

reported.

3.8.1 Descriptive Statistics

A variety of measures for the dependent, independed conventional variables
were calculated. This was done for measuremeniogeg) comparison purposes and
robustness checks and assessment of the best esegstan the data characteristics.
In order to partly address objectives one and tivthis study, that is to assess the
level of capital structure variability (objectiven@®) and assess the level of product
diversification variability (objective two) desctipe analysis on these variables was
executed to produce means, medians, maximums, mwngand standard deviations

in the sample of firms.
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3.8.2 Univariate Analysis

Univariate analysis was done to facilitate grougevanalysis. Parametric test (T-
test) was done to compare firms means based ondfypeoduct diversifications
used by firms. Related and unrelated product difiedsgroups were compared. The
test compared these two groups by testing diffeermd the firms’ characteristics.
Particularly the use of the regression variables aaployed. These variables were
TGEAR, LGEAR, SGEAR, RDIVE, UDIVE, TDIVE, TANG, S, PROF, GROP,
GOCO, RISK and NDTS. This prepared the ground égression analysis based on
the two groups’ characteristics, which is related ainrelated product diversified

groups.

Secondly, two sample T-test was done to assedseittypes of capital structure
ratios, that is long term and short term capitalicttire ratios were statistically
different. This was done to ascertain validity aflysing capital structure based on
types of capital structure ratios. Thus long teapitl structure ratio was compared
with short term capital structure ratio. This atgisin knowing if companies are
making distinction between the two types of capgehring and thus evaluate if
capital structure determinants exhibit differemthicapital structure profiles based
on types of capital structure ratio used. Thus ardrregression analysis based on
types of gearing, that is short and long term gegrigroups. Thirdly, two sample T-
test was used to assess if the variability of pcodiversification based on its types
was statistically different. This helped to idewtiif two types of product
diversification were empirically different from dacther as proposed by co-

insurance hypothesis based on cash flow volatility.
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3.8.3 Multivariate Analysis

Correlation analysis was done to assess the ne#dip between the variables that
were used in the study. It helped to determineetttent to which various pairs of

variables used were related. It simply establishgsbciation of these variables. It
also helped to identify directions of relationstoptween the variables. The low
correlations exhibited help to indicate absenceaolticollinearity in the data set; to

confirm both divergent and convergent validity afiables and prove exogeneity of
the independent variables in the regression m@&iete low correlations of residual

and independent variables implies that independaables are not related to each

other and therefore independent or self-determining

The study used the following regression equatitms static and dynamic regression
equations. The dynamic regression equation wasduated to capture the effect of
prior years’ debt on current years’ debt levels Brdable to measure the speed of

adjustment of capital structure ratios over time.

Regression Models

Dit = @it FBXit FVZit F i Vi Eip e oo oen e et et e et e et e e et e e e e e

1)
Di;=@it+0D; 1 +BXit +¥Zi +de + Ui+ Sip e e e e s e e e e ()
Where;

®it: Constant term of firmiin year t,
Di:: The capital structure {GEAR} of firm i in year t,
Di:_1: A lagged capital structure {L.GEAR} variable

Xit: Diversification variables {DIVE}, decomposed int¢related diversification
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{RDIVE i}, unrelated diversification {UDIVE}, or total diversification {TDIVE})
Zit: Conventional variables (TANG SIZE:, PROK:, GROR:, GOCQ; RISKiy,

NDTS;t)
B : A vector of constants for all diversificationategies
¥Y: A vector of constants for conventional variables

d: A constant for lagged dependent variable

d:: Time-effect dummies

vi: Firm-effect dummies

£t The error term for unobserved heterogeneity coorti

Model (1) is a static regression model while Mo@@) is a dynamic regression

model.

3.8.4 Regressions Assumptions and Diagnostics
The basic regression equation takes into accoenOitdlinary Least Square (OLS)
regression assumptions. In order to achieve théysisaobjectives, the necessary
assumptions that need to be met and/or controbeddr data to qualify for the
analysis were reviewed and tested. OLS consistshef following five major
assumptions (Green, 2008:11-19; Park, 2011:7).
(a) Linearity: the assumption that the dependent viimbformulated as a linear
function of a set of independent variable and tinerédisturbance) term.
(b) Exogeneity the assumption that the expected vdiaesturbances is zero or
disturbances are not correlated with any regressors
(c) Disturbances (i) have the same variance (homosteitigsand (ii) are not

related with one another (non-autocorrelation)
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(d) The observations on the independent variable aretonohastic but fixed in
repeated samples without measurement errors.
(e) Full rank assumption says that there is no exaetal relationship among

independent variables (no multicollinearity).

If individual effectsu; are not zero in panel data, heterogeneity (indaidyecific
characteristics like company and time specific@ffesuch as company policies and
size effects that are not captured in regressoay)influence assumption (b) and (c).
In particular, disturbances may not have same negidut vary across individuals
(heteroscedasticity, violation of assumption (c)(i) and/or are relateith each other
(autocorrelation, violation of assumption (c)(ii) This is an issaé non-spherical
variance-covariance matrix of disturbances. Thdatimn of assumption (b) renders
random effect estimators biased. Hence, the OLigha#lr is no longer best linear
unbiased estimator (BLUE). Then panel data modedsvige a way to deal with
these problems (Park, 2011). Such ways are therelift regression strategies that
depend on the characteristics exhibited by the Ipgat@ or sample under analysis.
Thus, regression diagnostics were run to help obrfor violations of these

regression assumptions.

3.8.4.1 Linearity and Normality

To achieve best linear unbiased estimators (BLUMS) fliagnostic tests are run to
assess if the data meet those OLS regression assomplhe analysis of residuals
is normally very useful in this regard. To test fioearity, the STATA 12 command

acprplot (augmented component-plus-residual plot) was eyeplavhich provides a

graphical way to examine the relationship betwesnmables. It does provide a good
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testing for linearity. This command was run aftemming a regression as
recommended in (Torres-Reyna, 2007). The STATA camin option lowess
(locally weighted scatter plot smoothing) draws tiserved residual pattern in the
data to help identify nonlinearities (Torres-ReyR@07). Refer to Appendix V. All
of the variables were linear as expected. The tgraphs in (Appendix VI) indicate

that the data used in the present study were niyraiatributed.

3.8.4.2 Exogeneity

The data indicated presence of endogeneity problgefsr to Appendix VII), as
indicated in the residual plots. These are compmard/time specific effects that are
correlated with regressors, these problems weredfiky running particularly
dynamic regression models i.e. the general metbbdsoments (GMM). La Rocca
et al (2009), argue that the use of the GMM teamaitp control for the endogeneity
problem, the importance of which has been demaestrhy extensive literature.

Some robustness checks were applied as in thely.stu

3.8.4.3 Homoscedasticity and Non-autocorrelation

If the model data is heteroscedastic, it is posdiblhave the wrong estimates of the
standard errors for the coefficients and theirltga. Thus, it was important to test
for presence or absence of heteroscedasticityfdllosving test was done. Breusch-
Pagan test which indicated the presence of hetedastcity. Breusch-Pagan test for
heteroscedasticity was: - Ho: Constant varianceia¥gées: fitted values of TGEAR,;
chi2 (1) = 12.81, Prob.> chi2 = 0.0003. Based ant#st of homoscedasticity, the
null hypothesis (variances are not constant) wgscted. Thus the data was not

homoscedastic. That is, the Breush-Pagan test sigghéhe possible presence of
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heteroscedasticity in the data.

The Wooldridge test for serial autocorrelation ocaded the presence of
autocorrelations: Wooldridge test for autocorrelatin panel data; Ho: no first-order
autocorrelation F (1, 10) = 25.489 Prob.> F = 03@rst order autocorrelation on
the other hand may be a problem. Second order @ué&dation is considered a
problem in macro panels with long time series ®@30 years. This study’s data
has only a maximum range of 17 years, thus the peidblem was not an issue in the
panel (Torres-Reyna, 2007). Advanced techniquesmirol for these two problems
were applied. These are the least square dummybkarione (LSDV1) with
clustered standard errors (CSE) and Prais-Winstprsi@d clustered standard errors
(PCSE) fixed effects regression techniques and@aeeral Method of Moments

(GMM) regression techniques.

3.8.4.4Non-stochastic Independent Variable
The observations on the independent variable arstachastic but fixed in repeated
samples without measurement errors. This was ethslireng data preparation and

cleaning process and by developing reliable and vaéasurements.

3.8.4.5 Full Rank or Lack of Multicollinearity

An important assumption for the multiple regressiondels is that independent
variables arenot perfectly multicollinear. One regressor should not be a linear
function of another. When multicollinearity is pees$ standard errors may be
inflated. The test of multicollinearity indicated some higddues for some variables.

These were total and related product diversificatiariables which had VIFs of
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16.56 and 19.46. But these are readily justifidi#deause RDIVE and TDIVE are
related in their construction, since RDIVE is dedvfrom TDIVE and both share
most data in their construction so they were hawmdficollinearity problems. Other
variables satisfied the assumption. The mean VIkitisin the threshold of 5 (Table

3.1) (Torres-Reyna, 2007).

Table 3.1 Variance inflation factors

Variable VIF 1/VIF
RDIVE 19.54 0.051165
TDIVE 16.57 0.060335
UDIVE 2.86 0.350073
PROF 2.01 0.498745
SIZE 1.60 0.625107
TANG 1.42 0.704517
GOCO 1.32 0.756417
NDTS 1.21 0.825521
GROP 1.09 0.917389
RISK 1.09 0.919984
Mean VIF 4.87

Source: Data analysis (2016).

3.8.5 Panel Data Modelling Strategy

The study adopted the following regression proceslas proposed by Park (2011),
which ensures a selection of a regression strategfits well the data. If individual
effectu; (cross-sectional or time specific effect) doeseast (i = 0), ordinary least
squares (OLS) is considered to have both efficiant consistent parameter
estimates. But if fixed effects exist then the dixeffects model is chosen, but if
random effects exist then the random effect maxleklected (Table 3.2). But if both
fixed and random effects exist then the Hausman isesised to make a choice
between the models. This ensured that bias in shena&tions were controlled and

taken care off.
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In the analysis the tests (see the proceedingossgtindicated that the fixed effects
models were the best models for the analysis. Tlaé/sis was done through all the

process and indicated all the steps which werelwedoin the analysis.

Table 3.2 Panel data modelling

Fixed effect Random effect Selection

(F test) (B-P LM test)

HO is not rejected HO is not rejected Pooled OLS

(No fixed effect) (No fixed effect)

HO is rejected HO is not rejected Fixed effect model

(fixed effects) (No random effect)

HO is not rejected HO is rejected Random effect model

(No fixed effect) (random effect)

HO is rejected HO is rejected Choose a fixed effect model if the null
hypothesis of a Hausman test is rejected;

(fixed effect) (random effect) otherwise, fit a random effect model.

Source: Park (2011).

The analysis was based on a comparison of modaegifscations and performance
to meet the assumptions of regression modellingpriducted two tests; the F-test to
test for individual effect; (cross-sectional (in our case company specificcesjg or
time specific effect) to verify if they do not ekisi =0). That is, the null hypothesis
Ho : both firm specific and time fixed effects ara@eThe test result was (F (10,
101)) = 12.87 and Prob.> F = 0.0000), the null wgscted, thus there were both
firm specific (companies) and time (Years) fixedeefs. The Breusch-Pagan
Lagrange multiplier (LM) test was conducted to ex@es if any random effects
existed yar(u)=0). The null hypothesis &l variance across entities was zero. The
Breusch-Pagan Lagrangian Multiplier test result wgshi2(1) =0.00 and

Prob.>1.0000). The null hypothesis: no random #dfewas not rejected. Thus there
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were no random effects. Thus based on this diagnake fixed effect model was

selected over the random effect model.

Earlier studies (Kremp et al. 1999; Ozkan 2001; @t et al, 2009; Apostu, 2010)
have laid emphasis on the dynamic adjustment psdceslved in capital structures
of companies and the adjustment process involveattaining to a target debt-to-
equity ratio that has to be considered when anajysapital structure determinants
of companies (Apostu, 2010). In this analysis agyeated by La Rocca et al (2009)
the dynamic analysis of the model was incorporétezhpture effects of prior years’
debts on proceeding years’ debts. Since it has &@denced that companies present
years’ debt ratios are influenced by prior yearbtdratios, it was more realistic to
check the contribution of such lagged debt ratitues on proceeding years’ debt

ratios.

The dynamic model was estimated using five differechniques: Fixed effects
model estimated by the Least Squares Dummy VariflV1), Fixed effects
model estimated by the Least Squares Dummy VariddkV1) with clustered
standard errors (CSE), Prais-Winsten regressioh Wanel Correlated Clustered
Standard Errors (PCSE) approach and the Generde¢idod of Moments (GMM)
approaches using the Arellano-Bond (1991) dynamamepdata estimation as used

by La Rocca et al (2009) and Apostu (2010).

The GMM estimators are considered to be robustuseca(l) they eliminate the
companies’ non-observable individual specific effegiven the estimate in first

differences, (2) they control for the possible eyateity as the lagged values of the
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endogenous explanatory variables are used asnmstits, and (3) they eliminate the
problem of correlation between the lags of the ddpat variable and the error term.
The validity of the instruments was tested usingg&a's statistic that tests for over
identifying restrictions. This helped to satisfysasiption (b) which control for
endogeneity problems and ensure consistent, reletd unbiased results. La Rocca
et al particularly insists that the panel-data rodtlogy and estimation by the
Generalized Method of Moments (GMM) together fards¢s of the dynamic nature
of capital-structure decisions at the firm levellphéo eliminate unobservable

heterogeneity and controlling for the endogeneitbfem.
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CHAPTER FOUR
4.0 PRESENTATION OF FINDINGS

4.1 Overview

This chapter presents the research findings basedeofour objectives presented in
the introduction. From objective one; the studyeased the level of variability of
companies’ capital structure. From objective twoassessed level of variability of
companies’ product diversification while, from otfjee three; it assessed the effects
of the conventional capital structure determinamtscapital structure. Finally, from

objective four; it assessed the effects of prodiatrsification on capital structure.

To address objectives one and two, descriptiveusinviriate analysis statistics were
employed. Furthermore, the speed of capital stracadjustments was evaluated
through the dynamic regression models. To addrbpsctives three and four both
univariate and multivariate analysis were employednspect and justify group

analysis and assess suitability of treating theediht types of capital structure and
product diversification separately. Regression negpes were employed to fit our
data in quest of finding suitable and efficient resggion models that can yield

unbiased results.

4.2 Descriptive Analysis

The analysis was based on 128 observations. Al phretotal of 17 years from
1997 to 2014 was constructed. The panel was uniedaas the availability of a
sizable balanced panel was difficult to obtainwéts constructed from a total of 11
companies; 8 local companies and 3 cross-listedoaoims. These companies were;

Precision Air Limited (PAL), Tanga Cement Limite8IMBA), Swissport Tanzania
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Public Limited Company (SWISSPORT), Tanzania TeackPes Limited

(TATEPA), Tanzania Breweries Limited (TBL), TanzanCigarette Company
(TCC), TOL Limited (formerly Tanzania Oxygen Limite(TOL)) and Tanzania
Portland Cement Limited (TWIGA); which are localigted at the Dar es salaam
stock exchange (DSE). Companies that are crosstliate: African Barrick Gold

(X_ACACIA), Kenya Airways (X_KQ) and National Mediaroup (X_NMG).

The analysis used the following ratios and inditsneasure and represent the
various factors involved. The dependent variable W& EAR measured as the ratio
of total debt over total asset. Other dependenabkes symbols that were used and
derived from this TGEAR, were LGEAR i.e. long tedrbt over total assets and
SGEAR i.e. short-term debt over total assets. Tigependent variables included
lagged variables in the dynamic model, viz. areGERR, L.LGEAR and L.SGEAR
i.e. lagged dependent variables for total, longhtand short term capital structure
ratios respectively. Other independent variableeewleDIVE, UDIVE and RDIVE
i.e. total, unrelated and related product diverations indices respectively. These
were based on the entropy index discussed at langsection 3.6.2.2 of chapter
three. Other independent variables were assethiitg(TANG), firm size (SIZE),
firm profitability (PROF), non-debt tax shields (NB), going concern (GOCO),

growth opportunity (GROP) and risk of bankruptcygR).

The analysis was based on these ratios and indiceghe following were the results
are presented in Table 4.1. The mean total cagtitatture ratio for the sample was
47%, long term capital structure ratio was at am&al9% while short term capital

structure ratio was 28%. This indicates that congsamvere employing more of
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short terms debts than long term debts, but thepeoms on average were
moderately geared. The analysis mainly used tahis) long term debts and short-

term debts because they were more reasonabletiibdi®ns.

Unrelated product diversification (UDIVE), relatpdoduct diversification (RDIVE)

and total product diversification (TDIVE) had meahat were high i.e. 0.11, 0.45
and 0.52 respectively, indicating on average thepamies at DSE were highly
diversified into related and unrelated productse phoduct diversification trend has

been increasing over time as depicted in figuregu{es 8.5 to 8.8 of Appendix IlI).

Table 4.1 Descriptive Analysis

Count Mean Std. Dev Min Max Skewness  Kurtosis
TGEAR 128 0.4690 0.2494 0.1312 1.0884 0.8157 2.4204
LGEAR 128 0.1865 0.1757 0.0000 0.6633 1.0249 2.8929
SGEAR 128 0.2826 0.1484 0.0443 0.8948 1.4372 5.7090
RDIVE 128 0.4580 0.3328 0.0000 1.6321 0.9951 4.1455
UDIVE 128 0.1148 0.2227 0.0000 0.6919 1.8074 4.7005
TDIVE 128 0.5289 0.3076 0.0000 1.6321 0.7505 4.4787
TANG 128 0.5449 0.1657 0.1953 0.8786 0.0472 2.1704
SIZE 128 24.3900 1.6830 20.6496 27.6105 -0.3940 3283
PROF 126 0.2884 0.2329 -0.3206 1.0910 0.2380 3.2216
GROP 116 0.1490 0.1979 -0.6870 1.1140 0.6547 9.5163
GOCO 128 39.8750 20.4104 1.0000 84.0000 0.3290 22.33
RISK 114 - 68998.0390 - 10875.3662 -10.4964 111.4449

6799.2433 736113.1875

NDTS 123 0.0625 0.0530 0.0064 0.3954 4.3510 23.8608

N 128

Source: Data analysis (2016).

4.3 Univariate Analysis

The univariate analysis was conducted through petraentest (t-tests). In this
analysis observations across levels of diversibost were compared. Especially
related product diversification was compared adaingswrelated product
diversification, the latter being grouped as “uatetl” indicating that these are
companies that did not follow related product didecation. Related product

diversification was isolated from the rest to assesdimensionality separately.
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The results in Table 4.2 indicate that the two geowere significantly different in
most of the variables’ means. Theoretical argumpresdict that unrelated product-
diversified firms should be more geared, more pabfe, have more growth

opportunities, more tangible assets and lower(Aslostu, 2010).

Table: 4.2 Test Using Parametric Method

Means for each variable Test statistics

T-test

Variables Count Related [means] Unrelated [means] Mean [diff.] [T]
TGEAR 128  0.383607 0.650314 -0.26671 -6.497 2%+
LGEAR 128  0.142385 0.279958 -0.13757 -4.4266%**
SGEAR 128 0.241221 0.370355 -0.12913 -5.0102***
RDIVE 128 0.575717 0.208224 0.36749 6.7843**
UDIVE 128 0.003582 0.350849 -0.34727 -12.004***
TDIVE 128 0.579300 0.421912 0.15739 2.7708**
TANG 128 0.501945 0.635923 -0.13398 -4.594 8%+
SIZE 128  24.79804 23.52403 1.27401 4.2568*+*
PROF 126  0.362085 0.130005 0.23208 5.8598***
GROP 116  0.152251 0.142046 0.01021 0.2577
GOCO 128  39.41379 40.85366 -1.43987 -0.3711
RISK 114  -9472.69 -1006.76 -8465.94 -0.6073
NDTS 123  0.059138 0.070455 -0.01132 -1.0872
N 128 87 41

"p< 0.05,”p< 0.01,” p< 0.001

Source: Data analysis (2016).

The results indicated that related product divediffirms are significantly less
geared, more related diversified; more profitabid askier (Table 4.2). However,
they are significantly less geared than the naateel diversified, the “unrelated
group”. This analysis helps to have an insight itlie structure of related and
unrelated diversified groups, which indicated thbduct diversification type
differentiated firms with respect to their capisttucture ratio, profitability growth

opportunity and bankruptcy risk.



73

Table 4.3 Two sample t-test for long and short terncapital structure ratios

Two-sample t-test with unequal variances

Variable  Obs. Mean Std. Err. Std. Dev. [99% Confeimal]
LGEAR 128 0.1864517 0.0155267 0.1756648 0.1458479 0.2270556
SGEAR 128 0.2825846 0.0131176 0.1484092 0.2482807 0.3168885
Combined 256 0.2345181 0.0105803 0.1692851 0.2070596 0.2619767

Diff -0.0961328 0.0203261 -0.1488937 -33419
Diff = mean(LGEAR) - mean(SGEAR) =1-4.7295
Ho: diff =0 Welch's degrees of freedom = 248.998
Ha: diff <0 Ha: diff =0 Ha: diff > 0
Pr(T <t) =0.0000 Pr(T >t) = 0.0000 Pr(T > t1:6000

Source: Data analysis (2016).

The variability of capital structure across companivas assessed. It was found that
long term capital structure ratio has more varigbihs compared to short term
capital structure ratio with 0.17 and 0.14 standaediations respectively (Tables
4.1, & 4.3). The level of variability is high footal capital structure ratio (Table 4.2
and Appendix 1) indicating a standard deviation0Oa249. But more importantly is
the fact that long term capital structure meang8pPwas significantly lower than the
short term capital structure mean (Tables 4.1, &.4hese findings help to warrant
separate analyses based on the two capital steucttios that is long term and short

term capital structure ratios.

In appendix 8.2, the variability of capital struuatios by types was depicted, all
short term capital structure ratio, long term capstructure ratio and total capital
structure ratio have been increasing over time lnhdompanies across respective
years. In Table 4.3 it can be concluded that the tiypes of capital structure ratios;
that is long term and short term capital structtaBos means are statistically
significantly different from each other, this cledistinction justify a separate

analysis of the two types of capital structureosati
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Table 4.4: Two Sample T-Test for Related and Unreted Product

Diversifications

Two-sample t-test with unequal variances

Variable Obs. Mean Std. Err. Std. Dev. [99% Confeimal]
UDIVE 128 0.1148156 0.019685 0.2227106 683374 0.1662939
RDIVE 128  0.4580047 0.029416 0.33B0 0.381079 0.5349303
Combined 256  0.2864102 0.0206747 0.33079440.2327543 0.340066
Diff -0.3431891 0.0353949 -0.43562 -0.2512319
Diff = mean(UDIVE) - mean(RDIVE) =t -9.6960
Ho: diff =0 Welch's degrees of freedom = 223.238
Ha: diff <0 Ha: diff I=0 Ha: diff >0
Pr(T <t) = 0.0000 Pr(T > t) = 0.0000 Pr(T > t) = 1.0000

Source: Data analysis (2016).

The variability of product diversification acrossngpanies was assessed. It was
found that related product diversification (RDIVIEgs more variability compared to
unrelated product diversification with 0.33 and2Ds2andard deviations respectively
(Table 4.4). Based on the t-test in Table 4.4 tesuhrelated product diversification
mean (0.11) was significantly lower compared tcated product diversification
mean (0.45). This finding help to warrant a sefgaaaalysis based on whether firms
are following related or unrelated product divacsifion. The level of variability is
high for total product diversification (Table 4.hda Appendix IIl) indicating a

standard deviation of 0.307.

In Appendix lll, the variability of product divefgation by types is depicted; all
related product diversification, unrelated proddotersification and total product
diversification have been episodically increasingraime and by companies across
respective years. In table 4.4 it was shown steai$y that the two types of product
diversifications, that is unrelated product diviecsition and related product

diversification were statistically and significantlifferent from each other’s for the
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companies under study, thus warranting a sepaessrient in the analysis.

4.4 Correlation Analysis

The correlation analysis indicates that all typdscapital structure ratios are
positively related to unrelated diversification anegatively related to related
product diversification as expected in the hypatseand model. The results were
significant for unrelated and related product difezation. Total product
diversification is positively related to all threges of capital structure ratios but the

results were not statistically significant (Tabl&y

Tangibility (TANG) is significantly and positivelselated to capital structure ratio as
expected in the postulated hypothesis. ProfitghfiRROF) is also significantly and
negatively related to capital structure ratio apeeted. Size of the firm (SIZE) in
this case is consistently negatively related tocalpital structure ratios, but only
significantly related with total capital structuesd, short term capital structure
ratios. Age of the company (GOCO) is negativelpted to total (TGEAR) and long
term (LGEAR) capital structure ratio but only sigrantly related with LGEAR,

and significantly positively related to short tegapital structure ratio (SGEAR).
Growth opportunity (GROP) is insignificantly posgily related to TGEAR, and

LGEAR and insignificantly negatively related to S&E
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TGEAR LGEAR SGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GROP GOCO RISK NDTS
TGEAR 1
LGEAR 0.811" 1
SGEAR 0.721" 0.179 1
RDIVE -0.225 -0.184 -0.160 1
UDIVE 0.525™ 0.534™ 0.250 -0.377" 1
TDIVE 0.00869 0.00914  0.00378 0.910™ -0.0374 1
TANG 0.484" 0.437" 0.296™ -0.327" 0.322" -0.180 1
SIZE -0.203 -0.141 -0.174 0.0212 -0.152 -0.0819 -0.0570 1
PROF -0.596™ -0.570" -0.328" 0.297" -0.479" 0.112 -0.397"  0.429” 1
GROP 0.0266 0.0997 -0.0739 -0.0483 -0.0597 -0.0885 -0.0217 0.115 0.213 1
GOCO -0.0983 -0.376™ 0.280" -0.0862 -0.0344 -0.0702 0.154 0.401" 0.229° -0.0316 1
RISK 0.0896 0.0254 0.120 -0.0948 0.0435 -0.0821  -0.00462 0.219 0.0783 0.0739 0.167 1
NDTS 0.138 -0.0597 0.295™ 0.160 0.0287 0.204 0.0569 -0.156 0.130 -0.0283  0.0610 0.0107 1
N 128

"p< 0.05,” p< 0.01,” p< 0.001

Source: Data analysis (2016).
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4.5 Multivariate Analysis

4.5.1 Static Regression Analysis

Since the data exhibited presence of fixed effabts regression analysis started by
considering the fixed effect model (FEM) which eoyd least square dummy
variable one approach (LSDV1), its name undersciisemethods, in that it uses
dummy variables and drops one first dummy variablgs calculations. It provides
a good way to understand fixed effects (Park, 20Thg effects of the dependent
variable were mediated by the differences acrosspamies. By adding the dummy
for each company, it was possible to estimate thee gffects of independent
variables by controlling for the unobservable hageneity. Each dummy is
absorbing the effects particular to each compamyTable 4.6 Model (1) accounts
only for the time (year-specific) effects, mode) écounts for the company (firm-

specific) effects and model (3) accounts for both.

The perfomance of the models improved from %0f10.618, 0.806 to 0.868 as one
progressively controlled for fixed effects. Thuspdel (3) fitted the data more
efficiently than the previous two models. The rasidsum of squares errors (rmse)
did as well decline progressively from 0.177, 0.1@2.111, because the more this
ratio approaches to zero the better. The F statdiil as well improve after
controlling for fixed effects, both indicating mosegnificance of the models as one
moves towards the third model. The variables’ digance and directions in the

three models did not differ very much.

Most of the company dummies ( _ICompanyID_2 toorffpanylD_11) in model 2

were statistically significant indicating a bettgrunlike in model 1 where the year
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dummies ( _ITimeYear_1998 to _ITimeYear_2014) wesestatistically significant

(Table 4.6). Normally when dummies are statisticalpnificant it implies that they

are effectively absorbing the fixed effects.

Table 4.6 FEM Regressions Using LSDV1

1)

()

®)

LSDV1 t LSDV1 ¢ LSDV1 b

RDIVE 04827  (0.2323) _ -0.2854 (0.1681) -0.3230 (@75
UDIVE 0.0908  (0.1429) 0.0279 (0.1384) 0.0228 (0.1331)
TDIVE 0.4961 (0.2334)  0.4476  (0.1688) 0.4720  (0.1682)
TANG 0.1458  (0.1278) 0.1310 (0.1495) 0.0355 (0.1601)
SIZE 0.1505 (0.0136)  -0.1800 (0.0721) -0.5459 017
PROF 04533  (0.1097) -0.3479  (0.0963) -0.1700 (0.1083)
GROP 0.1625  (0.0968) 0.0947 (0.0731) 0.0949 (0.0758)
GOCO -0.1367  (0.0010) 0.2505 (0.0098) -9.9548 (0.1.249
RISK 0.1145 (0.0000)  -0.0330 (0.0000) -0.0194 (0mo
NDTS 0.258¢  (0.3903) 0.0985 (0.2466)  0.1613  (0.2552)
_ITimeYear_1998 -0.0264  (0.2196) -0.1234 (0.1876)
“ITimeYear_1999 0.0000 0 0.0000 8
“ITimeYear_2000 0.0205  (0.2508) 0.0552 (0.2010)
_ITimeYear_2001 -0.2934 (0.2053) -0.1543 (0.2827)
“ITimeYear_2002 -0.3179  (0.2087) -0.0143 (0.3997)
_ITimeYear_2003 -0.2510 (0.2070) 0.1480 (0.5178)
“ITimeYear_2004 -0.2899  (0.2105) 0.1664 (0.6391)
_ITimeYear_2005 -0.2768 (0.2027) 0.3249 (0.7583)
“ITimeYear_2006 -0.3001  (0.2034) 0.4977 (0.8829)
_ITimeYear_2007 -0.3493 (0.2005) 0.6820 (1.0050)
“ITimeYear_2008 -0.3037  (0.1994) 0.9208 (1.1291)
_ITimeYear_2009 -0.3392 (0.1965) 1.1336 (1.2510)
_ITimeYear_2010 -0.3171 (0.1964) 1.3107 (1.3749)
“ITimeYear_2011 -0.3750  (0.1969) 1.5280 (1.5007)
_ITimeYear_2012 -0.3476 (0.1955) 1.7031 (1.6235)
“ITimeYear_2013 -0.3889  (0.1943) 1.8472 (1.7590)
_ITimeYear_2014 -0.2467 (0.2012) 1.7400 (1.8742)
_ICompanylD_2 -0.5607 (0.1005) 1.1710 (1.3840)
_ICompanylD_3 -0.3961  (0.1748) 0.1637 (0.7766)
_ICompanylD_4 -0.3800 (0.1441) -0.3426 (0.1972)
_ICompanylD_5 -0.6488 (0.4744) 9.6751 (7.6103)
_ICompanylD_6 -0.7682  (0.2772) 4.2160 (3.7557)
_ICompanylD_7 -0.7117 (0.5647) 6.5427 (5.1496)
_ICompanylD_8 -0.6160 (0.2076) 2.8314 (3.1198)
_ICompanylD_9 -0.6198  (0.2139) -2.5244 (2.2386)
_ICompanyID_10 -0.3109 (0.1564) 1.5159 (1.7583)
“ICompanylD_11 -0.4602 (0.4612) 2.7106 (4.0246)
N 112 112 112

r2 0.618 0.806 0.868

r2_a 0.501 0.764 0.804

rmse 0.177 0.122 0.111

mss 4.299 5.612 6.042

rss 2.662 1.350 0.920

F 5.279 18.92 13.69

Standardized beta coefficients; Standard erropaientheses

"p< 0.05,” p< 0.01,™ p< 0.001

Source: Data analysis (2016).
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Since the results are sensitive to the way of camguobust standard errors, two

different methods were used: clustered standamr((CSE) by firm and panel

corrected standard errors (PCSE) after applyindrtiags-Winsten transformation for

autocorrelation. The Prais-Winsten regression WBSE accounts for both time and

individual fixed effects in the observations as Ilwat for heteroscedasticity,

autocorrelation and contemporaneous correlatiagharerror term (Apostu, 2010).

Table 4.7: CSE and PSCE LSDV1 FEM Compared

(1)

(2)

)

LSDV1 b CSE PCSE
RDIVE -0.3230 (0.1577) -0.3230  (0.0798) -0.2450  (0.0717)
UDIVE 0.0228 (0.1331) 0.0228 (0.2879) 0.0599 (0186
TDIVE 0.4720 (0.1682) 0.4720  (0.1440) 0.4023 (0.0735)
TANG 0.0355 (0.1601) 0.0355 (0.1958) 0.0693 (0.0692
SIZE -0.5459 (0.0742) -0.5459 (0.1364) -0.5075 409)
PROF -0.1700 (0.1083) -0.1700  (0.0546)  -0.2483 (0.0623)
GROP 0.0949 (0.0758) 0.0949  (0.0415) 0.0960 (0.0350)
GOCO -9.9548 (0.1249) -9.9548  (0.0408) -7.4895  (0.0436)
RISK -0.0194 (0.0000) -0.0194 (0.0000) -0.0307 Qom)
NDTS 0.1613 (0.2552) 0.1613 (0.2663) 0.1062  (0.2055)
N 112 112 112
r2 0.868 0.868 0.825
2_a 0.804 0.804
Rmse 0.111 0.111 0.0957
Mss 6.042 6.042 3.235
Rss 0.920 0.920 0.686
F 13.69

Standardized beta coefficientp< 0.05,” p< 0.01,” p< 0.001 Standard errors in parentheses

Source: Data analysis (2016).

The Wooldridge test for autocorrelation indicatbd presence of autocorrelations;

Ho: no first-order autocorrelation F (1, 10) = 2Z804Prob.> F = 0.0005. Also the

Breusch-Pagan / Cook-Weisberg test indicate theepiee of heteroscedasticity.

Breusch-Pagan / Cook-Weisberg test for heterostietigsHo: Constant variance;

Variables: fitted values of TGEAR; chi2 (1) =12.8rob.> chi2 = 0.0003. After

applying the CSE and PCSE treatments the fixedtefégression analysis improved

a lot. More variables became significant, thuseasing the statistical evidence for
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the variables and it was possible to eliminate dgagshat emanate from
autocorrelation and heteroscedasticity, thus assang 3a-b in subsection 3.8.4

were satisfied.

4.5.2 Dynamic Regression Analysis

In table 4.8 the previous static fixed effects med¢hat used LSDV1, CSE and
PCSE strategies) were compared to the dynamic #efltts models with as well
their respective robust option and find that thenadyic models have more
explanatory power as compared to the static omesn$tance the’rchanged from
0.868 to 0.937 and 0.943 for the dynamic LSDV1 (eld?) and dynamic Prais-
Winsten PCSE (model 6) which is more than almos0% increase. The residuals
sum of squares (rss) as well decreased from 0820442, while the F statistic
increased from 13.69 to 29.50, the model sum oal(mss) have as well increased
from 6.042 to 6.519 and the root mean squared émwe) has declined from 0.111
to 0.0773, because the more this statistic appesatthzero the better the model fit
(Torres-Reyna, 2007). Such improvements in the miodicated that prior years’

debt decisions have consequential effects to thegeding years’ debt.

Tests for joint significance of the variables weua for the fixed effects dynamic
model. The F tests for the joint significance ofmpany dummies, time dummies,
combined company and time dummies and independarmdbles under the null
hypotheses of no joint relationships were: for campdummies was statistically
significant F(10, 74) = 3.90 with Prob.>F = 0.0063est for time dummies was not
statistically significant = F(16, 74) = 1.65 withrd®.>F = 0.0768, F test for both

company and time dummies was statistically sigaift F(26, 74) = 2.69 with
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Prob.>F = 0.0005, and F test for the joint sigmifit of the independent variables
was statistically significant F(11, 74) = 10ith Prob.> F = 0.0000. The F tests
for company dummies, both company & time dummied @dependent variables
indicated that coefficients and dummies were jgirgignificant thus they were
playing a statically significant role in absorbifiged effects and explaining the

dependent variable.

Table 4.8 Dynamic and static fixed effect (FEM) moels

1) (2 3 4 (5) (6) (7N
> O o L w ] s
O o 0| L (7] 2] O
Zh a4 3 Q ¢ S 3
LTGEAR 0.642%" 0.6424" 0.6631°  0.6771
(0.0738) (0.0912) (0.0632)  (0.0588)
RDIVE -0.3230 -0.1587 -0.3230 -0.1587 -0.2450  -0.1588 -0.1506
(0.1577) (0.1109) (0.0798)  (0.0540)  (0.0717)  (8D6  (0.0463)
UDIVE 0.0228 0.1226 0.0228 0.1226 0.0599 0.1282 0.1246"
(0.1331) (0.0938) (0.2879)  (0.0812)  (0.0861)  (G45  (0.0344)
TDIVE 0.4720 0.3215 0.4720  0.321%  0.4023"  0.3165°  0.2553"
(0.1682) (0.1182) (0.1440)  (0.0809)  (0.0735)  (@®7  (0.0311)
TANG 0.0355 0.0678 0.0355 0.0678 0.0693 0.0581 aBo8
(0.1601) (0.1119) (0.1958)  (0.1487)  (0.0692) (86  (0.0945)
SIZE -0.5459 -0.8429  -0.5459  -0.8429 05075  -0.897  -0.6151
(0.0742) (0.0520) (0.1364)  (0.0782)  (0.0429)  (8@M3  (0.0398)
PROF -0.1700 0.3471  -0.170°  -0.3471  -0.248"  -0.338"  -0.383%
(0.1083) (0.0784) (0.0546)  (0.1284)  (0.0623) (646  (0.1459)
GROP 0.0949 0.1489 0.0949 ~ 0.1489  0.0960"  0.1496"  0.1634"
(0.0758) (0.0534) (0.0415)  (0.0534)  (0.0350) (663  (0.0387)
GOCO -9.9548 -3.3308 9.9548 -3.3308 7.4895  -3.3381 0.8520
(0.1249) (0.0877) (0.0408)  (0.0287)  (0.0436) (802  (0.0045)
RISK -0.0194 -0.0129 20.0194  -0.0129 -0.0307 -0.0088 -0.0086
(0.0000) (0.0000) (0.0000)  (0.0000)  (0.0000)  (0@O  (0.0000)
NDTS 0.1613 0.1533" 0.1613  0.1533" 0.1062  0.1556°  0.0974"
(0.2552) (0.1782) (0.2663)  (0.1223)  (0.2055) (@5  (0.1117)
N 112 112 112 112 112 112 100
r2 0.868 0.937 0.868 0.937 0.825 0.943
2 a 0.804 0.905 0.804 0.905
rmse 0.111 0.0773 0.111 0.0773 0.0957 0.0773
mss 6.042 6.519 6.042 6.519 3.235 7.375
rss 0.920 0.442 0.920 0.442 0.686 0.443 1.098
F 13.69 29.50 . .
chi2 110621.8 9628153  251985.6

rk

Standardized beta coefficierits< 0.05,” p< 0.01,™ p< 0.001; Standard errors in parentheses
Source: Data analysis (2016).

Specification diagnostics for the GMM model was eomhe Sargan test of over-

identifying restrictions: kbl over-identifying restrictions are valid, for Aralio-Bond
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1991 GMM methods, was chi2 (89) = 95.91445 withbPre chi2 = 0.2894. The
Arellano-Bond test: bizero autocorrelation in first-differenced erroos first order
autocorrelation was ar(1) z = -3.6609 with Probz = 0.0003 and second order
autocorrelation was ar(2) z = -1.7217 with Prolz = 0.0851. Thus the data had
only first order serial correlation which was catied for through the use of GMM

model.

Thus, the dynamic fixed effect models could exphaid fit the data much better and
more efficiently than the static fixed effect magleThe robust option in models
(CSE and PCSE) was maintained which controlledafoy heteroscedasticity and
first order autocorrelation (ar(1)).The results mwyed in terms of level of
significance. Additionally, the GMM model was rurtieh control for exogeneity to

satisfy assumption (b).

The dynamic regression analysis has another impoaidvantage; it can depict the
speed of capital structure ratio adjustment. AppeNdlIl, explains the direction of

the sign of the target-adjustment model in ordebétter interpret the resulting

coefficients of the regressions. If the coefficiébt- o) is close to 1, the adjustment
process is slow; if it is close to 0, then adjustimeccurs rapidly (LaRocca et al,
2009). The lagged total debt variable coefficiebhtTGEAR) was 0.6424 and

significant at 0.001, for models 2 and 4, indicgtthat for a 1 unit increase in prior
year’s capital structure ratio there is a 0.642%anse on proceeding years’' capital
structure ratio. Models 6, 7 and 8 had 0.6631, T6hd 0.6465 lagged coefficients
respectively. According to Moyo et al (2013) thmlicates that firms have target

leverages towards which they adjust over time.
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Based on the procedure suggested by La Rocca €0f19) and Apostu (2010)
(Appendix VIII) for extracting the alphar) which measures the speed of adjustment
or transaction costs of debt, it was found to H&5D6 (i.e. 1-o = lagged debt
coefficient) thus 1-lagged debt coefficient= alghf (i.e. 1-0.6424 = 0.3576). Thus
based on this finding by considering the lowest Hredhighest alpha values in the
models, alpha is in the range 0.3229-3576, beldwahd is approaching O, it is
evident that companies at DSE do not adjust tloéal debt automatically, debt also
seems to stay at their precious years’ values.etl@e high transaction costs
associated with increasing total debt, the costsoasted with being in

disequilibrium are low and thus companies slowlystheir total debts.

The findings indicated that total product diversation (TDIVE) was positively

related to total capital structure ratio and wagnisicant at 0.001 in the PCSE,
dPCSE and GMM models. This is consistent with thexs when the two types of
product diversification are combined uncorrelatedhcflows reduce business risk
and thereby attract lenders. Thus, a positive icgighip is justifiable. Unrelated

product diversification (UDIVE) was positively rédal to total capital structure ratio,
but became significant in the dPCSE and GMM modets. the related product
diversification (RDIVE) the relationship was consigtly negative, but significant in

some models (3, 5 &7) only.

The directions of relationships for UDIVE, RDIVE aADIVE are all consistent
with co-insurance hypothesis and transaction cdbeory. The rest of the
conventional variables were the same as in thecstabdel, but some of the

coefficients became significant or more so in tlgaaic model (TDIVE, UDIVE,
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SIZE, PROF, NDTS, and GROP) offering support to fimevious analysis and
theoretical postulations. The levels of significancave improved as one move
toward more sophisticated models which are dynaraicdLSDV1, dCSE, dPCSE
and GMM. For tangibility (TANG), the findings indated a positive but
insignificant relation to total capital structuratio. The direction of the variable is
consistent with transaction cost theory, becausegnice of tangible assets such as
plants, property and equipment make a company d gaadidate for debt. Thus,
more tangibility would increase debt qualificati@md consequently more debt

financing.

Size of the firm (SIZE) was found to be negativediated to capital structure ratio in
the models. Size as a variable has mixed resujtesiive sign supports the position
that large firms easily qualify for debt becausearfje assets that can cover debt
obligations during bankruptcy, and on the otherchamegative relationship can be
supported based on the idea that large firms mayopto borrow due to stable
profitability ensuring internal financing. Thus, Beems instead of resorting
exclusively to debt for financing, firms at DSE amnere using internal financing and
equity as compared to debt. This is evidenced lydapital structure ratio (47%)

against equity (53%), please refer to Table 4.1.

Profitability (PROF) was found to be negativelyated to total capital structure ratio
at 0.001 levels of significance in most models. drb&cally there are two
possibilities: - firstly, if past profitability isconsidered a good proxy for future
profitability then profitability would be positivglrelated to capital structure ratio.

But if, on the other hand firms are capable of gateg sufficient profits firms may
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resort to internal financing against debt, profiigbwould be negatively related to
capital structure ratios. This later position seeimsbe the case in this study’s
sample. Thus, a one-unit increase in profitabilitguld results in a 0.078 unit
decrease in capital structure ratio. This is eveernby the high mean profitability of
28.84%, with a minimum of -32.06% and maximum o010% in Table 4.1,

evidencing availability of high profits that can lbsed internally to finance the

companies.

Non-debt tax shield (NDTS) was found to be positiveelated to total capital
structure ratio. The result was significant at Q.0évels in most models. If firms are
capable of gaining from non-debt tax shields, they shy away from debt. Firms
that are capable of decreasing taxes by means thidwerinterest deductions such as
depreciation will employ less debt in their finamgistructures. Thus, one would
expect a negative relationship. The findings howewndicate that firms are not
capable of decreasing taxes by other means (sudte@®ciation) than interest
deductions. The positive relationship helps to It this fact, in Table 4.1 the
non-debt tax shield (calculated as total depremiatand amortization over total
assets) was very low at a mean of 0.06, such aalmount of non-debt tax shield
could not guarantee a large enough reduction afstésy means of depreciation and

amortization.

Going concern (GOCO) was found to be negativelsteel to total capital structure
ratio, but it was not significant in most modelowver, it became significant in
some models. Theoretically age accounts for compepytation, however the kind

of reputation contained in the age of the compailydepend on other factors as
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well. Some companies such as TOL are very old tutass making companies, that
would be a bad reputation, while other companieth as TBL are old and profit
making. The mean age in our sample (Table 4.1) 8&s/ears, indicating the
dominance of moderately experienced companies. Mewea negative relationship
between age and total capital structure ratio anlde to information asymmetry,
DSE being a market in a less developed economydvimaply a high degree of

information asymmetry in the market.

Growth opportunity (GROP) was found to be positivetlated to total capital
structure ratio, the variable was statistically nfigant in most models. The
companies in our sample have a mean of 14.9% gropplrtunity, which is high,
indicating that our sample is made of high growppartunity firms. Such firms are
characterised by high needs of funds. Risk of harky (RISK) was found to be
negatively related to total capital structure rabat the result was not statistically

significant. Theoretically a negative relationshsgxpected.

4.5.3 Total, Long-term and Short-term Debt Ratios Rgressions Analysis

In this section, different types of capital struetwatios were regressed separately.
The analysis used the dynamic Prais-Winsten reigresgth PCSE approach. This
approach vyielded better performance compared teratmodels. It was used to
compare effects of capital structure determinantsotal debt ratios, long-term debt
ratios and short-term debt ratios. The sample iblel4.3 indicated that short-term
debts were significantly (at 0.001) different frdong term debt in the univariate
analysis. Also all total, long term and short tergebt ratios were statistically

different for related and unrelated firms.
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The result in the regression analysis (Table Afljcates that long-term debt ratio
had a better model fit performance followed byltgtar and short-term gear models
(rmse: 0.0604, 0.0773 and 0.0883 respectively), Bl#o total debt gearing had
more explanatory power than long-term debt moddl strort term debt model (r2:
0.94, 0.92 and 0.78) respectively (Table 4.9). &lithe three models have lagged
capital structure ratios that were significant at001. This offers support to the
previous analysis, which indicated that prior yeaapital structure ratios have
effects on the proceeding years’ ratios. Howewanglterm debt seems to have a

relatively high adjustment speed0.4926 (1-0.5049) compared to short term debt

ratio a=0.3369 (1-0.6631), but when compared to a 0.5 hmeack both ratios

generally indicate that firms are slowly adjustthgir target ratios.

Table 4.9 Comparative debt types dynamic FEM usin@ CSE

(1)

()

®3)

TotalD longD shortD
L. TGEAR 0.6631" (0.0632)
L.LGEAR 0.5049" (0.1002)
L.SGEAR 0.6032 (0.0934)
RDIVE -0.1588 (0.0682) -0.0506 (0.0922) -0.2102 or@3)
UDIVE 0.1287 (0.0574) 0.0270 (0.0759) 0.1612 (0.0680)
TDIVE 0.3165" (0.0723) 0.1014 (0.1030) 0.3977  (0.0753)
TANG 0.0581 (0.0638) 0.0502 (0.0631) 0.0467 (0.0686
SIZE -0.8273" (0.0350) -0.0601 (0.0395) -1.0661  (0.0409)
PROF -0.338% (0.0664) -0.0856 (0.0588) -0.4520 (0.0788)
GROP 0.1496 (0.0356) 0.1232 (0.0349) 0.0840 (0.0429)
GOCO -3.3381 (0.0287) 5.0122 (0.0233) -13.7743 (0.0390)
RISK -0.0088 (0.0000) -0.0089 (0.0000) -0.0166 Qom
NDTS 0.1556" (0.1516) -0.0621 (0.1597) 0.3328 (0.2081)
N 112 112 112
r2 0.943 0.922 0.783
rmse 0.0773 0.0604 0.0882
mss 7.375 3.213 2.073
rss 0.443 0.270 0.576

Standardized beta coefficients; Standard erropaientheses

"p< 0.05,” p< 0.01,” p< 0.001

Source: Data analysis (2016).

This indicates that companies tend to adjust lemmtcapital structure ratio and

short-term capital structure ratio less automdiicdt also implies that there are
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relatively low transaction (adjustment) costs imngslong-term debt than in using
short-term debt. It also implies that the cost @hl in disequilibrium for long-term

debts is comparatively high as compared to short tkeebt. Thus, companies at DSE
relatively quickly adjust their long-term debt asidwly adjust their short-term debt
(Table 4.9 & Appendix VIII). This is as well supped by the high standard
deviation for long term capital structure ratiol(fb) compared to that of short-term

capital structure ratio (0.148) (Table 4.1) (Append.

Except for NDTS in the long term capital structuaéo (model 2 (longD)), the rest
of the variables in the long term and short-teripited structure ratios corroborated
the relationships depicted by the total gearing @hollost of the variables in the
long term gearing model were not significant, barne of the significant variables in

the total gearing model were also significant ia short term gearing model.

4.5.4 Groups Regression Analysis

In this section, dynamic FEM analyses were compargidg clustered standard
errors (CSE) when total, unrelated and related ymbdiversification variables are
considered. Thus it was explored if there wereedgiices in performance of these
three models and helped to better understand ttee dlae unrelated and related
product diversification groups in models 2 and Bqened better as compared to the
total product diversification group in model 1 (en®.0789, 0.0460 and 0.0583),
this is as well supported by a higher explanatawer, because for the unrelated
and related groups models:(0.998 and 0.954), is higher than for total groups
models (f: 0.901) respectively, Table 4.10. Additionally,MB became significant

at 0.05.
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Table 4.10: Total, Unrelated and Related Product Dversification Groups Using
Dynamic FEM (LSDV1 with CSE) analysis

1)

()

®3)

Total Unrelated Related
L.TGEAR 0.6359" (0.0647) 1.4481 (0.2179) 0.3020 (0.1195)
UDIVE 0.4233 (0.0918)
RDIVE -0.0400 (0.0645)
TDIVE 0.1861 (0.0933)
TANG 0.0540 (0.1458) 1.0299 (0.1201) 0.0845 (0.1299)
SIZE -1.0018 (0.0707) -1.7986 (0.4189) 0.4901 (833
PROF -0.3826 (0.1238) -1.1444 (0.5536) -0.2570 (0.0677)
GROP 0.1543 (0.0702) 0.1516 (0.3138) 0.1081 (0.0610)
GOCO -4.2333 (0.0337) -1.0401 (0.0097) -5.2249 409)
RISK -0.0083 (0.0000) -0.0636 (0.0000) -0.0284 (100] ()]
NDTS 0.1627" (0.1269) 1.2001 (2.5773) 0.1370 (0.1614)
N 112 28 78
r2 0.932 0.998 0.954
r2_a 0.901 0.951 0.923
rmse 0.0789 0.0460 0.0583
mss 6.488 1.164 3.261
rss 0.473 0.00211 0.156

Standardized beta coefficients; Standard erropaigntheses
"p< 0.05,” p< 0.01,” p< 0.001

Source: Data analysis (2016).

The analysis indicated that related product difieegion group prior years’ debts

were positively affecting proceeding years’ capgtlcture ratios. The coefficient

was significant in both models. Related produckedification group had a higher

adjustment speed 0.6980 (1-0.3020) since it appesad (Appendix VIII). The

related product diversified companies’ variablehikix a differentiated relationship

when compared to the total product diversified camgs. The coefficient for the

unrelated product diversification group becameifiant at 0.05. This help to point

to the fact that a choice between related and at@elproduct diversification is

dictated by the kind of resources the companiee.hBwever, the RDIVE and

TDIVE variables became more significant in the tediaproduct model. The rest of

the results coefficient directions were consisteitth the total product diversification

model.
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Table 4.11 Both, local and cross listed groups ugirdynamic FEM (LSDV1 with

CSE) Analysis
1) 2) 3)

both_listed local_listed cross_listed
L.TGEAR 0.6424" (0.0912) 0.746T (0.0577) -0.3312 (0.4559)
UDIVE 0.1226 (0.0812) 0.0612 (0.0703) 2.4575  (0.2998)
RDIVE -0.1587 (0.0540) -0.0343 (0.0854) 0.0373 1649
TDIVE 0.3215 (0.0809) 0.0666 (0.0884) 1.2830 (1.3795)
TANG 0.0678 (0.1487) -0.0093 (0.0805) 0.6842 (1B48
SIZE -0.8429 (0.0782) 0.1094 (0.0104) -1.9480 (08)7
PROF -0.3471 (0.1284) -0.3089 (0.1378) -0.2233 (0.4328)
GROP 0.148Y9 (0.0534) 0.0923 (0.0405) 0.0607 (0.0480)
GOCO -3.3308 (0.0287) -0.0730 (0.0009) 3.0603 @803
RISK -0.0129 (0.0000) 0.1089 (0.0000) -0.0142 (0.0000)
NDTS 0.1533" (0.1223) 0.1359 (0.2173) 0.1310 (1.4744)
N 112 95 17
r2 0.937 0.879 0.993
r2_a 0.905 0.863 0.978
Rmse 0.0773 0.0931 0.0377
Mss 6.519 5.211 1.024
Rss 0.442 0.719 0.00709

Standardized beta coefficients; Standard erropaigntheses

"p< 0.05,” p< 0.01,” p< 0.001
Source: Data analysis (2016).

Further data analyse were done by considering twopg based on listing type. The
analysis used the Prais-Winsten with PCSE apprdachooth listings, and the
locally listed companies. The analysis indicatedt tthe both listing group better
fitted the data as compared to the locally listesh$. The cross-listed group fitted
the data better than the other two groups. Bothetsofirly performed better with

small variations (Table 4.11).

The locally listed companies seem to have a lowsddjent speed 0.2669 (1-0.7331)
on their total debt. Thus, their costs of beinglisequilibrium are low, they adjust
their debt ratio slowly, because of high transactosts and therefore their debts
tend to stay close at their previous years’ levéisst of the rest of the other
coefficients for the locally listed model behaved @ the total product

diversification model in terms of relationships aghificance level.
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4.5.5 Comparisons of Findings among Models and Grps

In this sub-section the results of all models ie #nalysis are compared (Table
4.12). It serves as a summary of the multivariateifgs in the study and provides a
condensed summary reference for inference fromdhapter in the next fifth and
sixth chapters. The analysis indicates that le’ebpital structure variability is high
among listed companies at DSE. Long-term capitaicgire ratio is significantly
different from short term capital structure rafidhe level of product diversification
variability is high and there is a significant éifénce between related and unrelated
product diversification for the companies. Theistéked effect model (FEM) that
employed least square dummy variable one (LSDVdhrtgjue was used to fitted
the data. The FEM with clustered standard erroiSECand FEM Prais-Winsten
with PCSE were introduced to further control fonfs-specific effects, time-specific
effects, heteroscedasticity, autocorrelation anatezoporaneous correlation in the

error term.

The dynamic FE and GMM models outperformed theicsteE models yielding
superior results and efficient estimates due todjeamic nature of the data as
proposed in theory and empirical evidences. Thugag found that related product
diversification was negatively related to capitbisture ratios, while unrelated and
total product diversifications were positively reld to capital structure ratios.
Profitability, firms’ size, and going concern weregatively related to capital
structure ratios while growth opportunity and nabtitax shield were positively
related to capital structure ratios. It was alsanfib that the speed of adjustment for

debt is high in long term debt compared to sharhtdebt, high for related product



diversified companies and low for locally listechgoanies.
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Table 4.12 Comparisons of Analysis among the Modeéd Groups

() (2 3) (C)] (5) (6) ] 8 9) (10) (11) (12) (13)

2 o - 3 g

;l u g w 7 5 2 g, % A a

a m ) o 7 §) = = ° ES 3 =) €

2 3 g = Q g 5 g 5 8 2 5 5
L. TGEAR 0.642" 0.642" 0.663" 0.677" 0.232 1.448 0.746" -0.331
L.LGEAR 0.505
L.SGEAR 0.603
RDIVE -0.323 -0.323 -0.245 -0.159 -0.159 -0.159 -0.151 -1.95™ -0.034 0.037 -0.051 -0.210
UDIVE 0.023 0.023 0.060 0.123 0.123 0.128 0.125" 0.423 0.061 2.458 0.027 0.161
TDIVE 0.472 0.472 0.402" 0.321 0.321 0.317" 0.255" 1.976" 0.067 1.283 0.101 0.398
TANG 0.035 0.035 0.069 0.068 0.068 0.058 0.081 .03 1.030° -0.009 0.684 0.050 0.047
SIZE -0.546 -0.546 -0.507 -0.843 -0.843 -0.83 -0.615 0.362 -1.799 0.109 -1.948 -0.060 -1.066
PROF -0.170 -0.170 -0.25™ -0.35" -0.347 -0.34" -0.383" -0.283" -1.144 -0.309 -0.223 -0.086 -0.45
GROP 0.095 0.095 0.096™ 0.149" 0.149 0.150" 0.163" 0.142 0.152 0.092 0.061 0.123 0.084
GOCO -9.955 -9.955 -7.489 -3.331 -3.331 -3.338 0.852 -1.809 -1.040 -0.073 3.060 5.012 -13.77
RISK -0.019 -0.019 -0.031 -0.013 -0.013 -0.009 00.0 -0.048 -0.064 0.109 -0.014 -0.009 -0.017
NDTS 0.16T 0.161 0.106 0.153" 0.153" 0.156™ 0.097" 0.145" 1.200 0.136 0.131 -0.062 0.333
N 112 112 112 112 112 112 100 78 28 95 17 112 112
r2 0.868 0.868 0.825 0.937 0.937 0.943 0.964 0.998 0.879 0.993 0.922 0.783
r2_a 0.804 0.804 0.905 0.905 0.939 0.951 0.863 9780
rmse 0.111 0.111 0.0957 0.0773 0.0773 0.0773 0.052 0.0460 0.0931 0.0377 0.0604 0.0882
mss 6.042 6.042 3.235 6.519 6.519 7.375 3.296 41.16 5.211 1.024 3.213 2.073
rss 0.920 0.920 0.686 0.442 0.442 0.443 1.098 0.122 0.00211 0.719 0.00709 0.270 0.576
F 13.69 29.50
chi2 126207. 962815 251985 1521143 2272609

Standardized beta coefficierfs< 0.05,” p< 0.01,” p< 0.001

Source: Data analysis (2016).
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4.6 Prediction and Fitted Values

In this section actual values for the differentdisvof capital structure ratio were
compared to their respective predicted values tiedfi values. In Table 4.13
summary statistics of the actual values versus pteglicted values for capital
structure ratios are provided. The means are nyt different for the paired values
between the actual and predicted values. Thusnstance the TGEAR is expected
to be a bit lower compared to the previous, the BREs expected to be a bit higher
compared to the previous and SGEAR is expecte @ bt lower compared to the

previous.

Table 4.13 Descriptive Statistics for Actual and Redicted Values for Capital

Structure Ratios

Count Mean Std.Dev. Min Max

TGEAR 128 0.4690 0.2494 0.1312 1.0884
TGEAR_predict 112 0.4699 0.2427 0.1060 1.0326
LGEAR 128 0.1865 0.1757 0.0000 0.6633
LGEAR_predict 112 0.1878 0.1667 -0.0263 0.6784
SGEAR 128 0.2826 0.1484 0.0443 0.8948
SGEAR_predict 112 0.2822 0.1336 -0.0382 0.7202
N 128

Source: Data analysis (2016).

How good the model is depends on how well it prisd¥c(in our case gearing), the
linearity of the model and the behaviour of theideals. One needs to expect a 45
degrees pattern in the data on the graphs. Y-axisei observed (actual) data and x-
axis the predicted datartfat) (Torres-Reyna, 2007). From the graphs below the
TGEAR of our sample has the best prediction as emathto the other models in

Figure 4.1 to Figure 4.3.
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Figure 4.1 Predicted values for TGEAR
Source: Data analysis (2016).

Table 4.14 T-Test for Total Capital Structure Ratioand Predicted Total Capital

Structure Ratio

Two-sample t-test with unequal variances
Variable Obs. Mean Std. Err. Std. Dev. [99% Conf. Interval]

TGEAR 128 0.4690363 0.0220435 0.2493936 0.4113904 0.5266821
TGEAR_~t 112 0.4699461 0.0229316 0.2426852 0.4098458 0.5300463
Combined 240 0.4694608 0.0158645 0.2457723 0.4282677 0.510654

Diff -0.0009098 0.0318084 -0.0835068 0.0816872
Diff = mean(TGEAR) - mean(TGEAR_predict) t= -0.0286
Ho: diff =0 Welch's degreefreédom = 237.32
Ha: diff <0 Ha: diff 1= 0 Ha: diff >0
Pr(T <t) =0.4886 Pr(T >1t) =0.9772 Pr(T >t) =0.5114

Source: Data analysis (2016).

Table 4.14 summarizes the T-test for the two umglagroups. If the test turns out to
be insignificant as it is in this result's casernhéat would indicate that the two
groups are not statistically different, thus theutes help to confirm the fact that our

observed (actual) values are excellent predictbesefore the model is an efficient
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predictor of capital structure ratio.
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Figure 4.2 Predicted values for LGEAR
Source: Data analysis (2016).

Table 4.15 T-Test For Long Term Capital Structure Ratio and Predicted Long
Term Capital Structure Ratio

Two-sample t-test with unequal variances
Variable Obs. Mean Std. Err. Std. Dev. [99% Confeimal]

LGEAR 128 0.1864517 0.0155267 0.17566480.1458479 0.2270556
LGEAR_~t 112  0.1878075 0.0157504 0.16668610.1465282 0.2290868
Combined 240 0.1870844 0.0110495 0.1711779 (3338 0.215775

Diff -0.0013557 0.0221168 -0.0587843 0.0560729
Diff = mean(LGEAR) - mean(LGEAR_predict) t=-0.0613
Ho: diff =0 Welch's degreefreédom = 238.438
Ha: diff <0 Ha: diff I=0 Ha: diff >0
Pr(T <t) =0.4756 Pr(T >t) =0.9512 Pr(T >t) =0.5244

Source: Data analysis (2016).

The values in Figure 4.2 indicate that long terrarggg model was a good predictor
as confirmed by the T-test in Table 4.15, whereTest was not significant. The
values in Figure 4.3 indicate that the short temargng model was also a good
predictor as confirmed by the T-test in Table 4.Wfere the T-test was not
significant. But this model did not perform very livas compared to the previous

models.
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Figure 4.3 Predicted values for SGEAR
Source: Data analysis (2016).

Table 4.16 T-Test for Short Term Capital StructureRatio and Predicted Short
Term Capital Structure Ratio

Two-sample t-test with unequal variances
Variable Obs. Mean Std. Err. Std. Dev. [99% Confeimal]

SGEAR 128  0.2825846 0.0131176 0.14840920.2482807 0.3168885
SGEAR_~t 112  0.2821877 0.0126238 0.13359720.2491028 0.3152727
Combined 240 0.2823994 0.0091272 0.1413973 0.28370 0.3060985

Diff 0.0003968  0.0182053 -0.0468729 0.0476665
Diff = mean(SGEAR) - mean(SGEAR_predict) ©.8218
Ho: diff =0 Welch's degreefreédom = 239.813
Ha: diff <0 Ha: diff =0 Ha: diff >0
Pr(T <t) =0.5087 Pr(T >t) = 0.9826 Pr(T > 1) =0.4913

Source: Data analysis (2016).
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CHAPTER FIVE
5.0 DISCUSSION OF FINDINGS

5.1 Overview

This chapter discusses the research findings. ntpemes and contrasts theoretical
postulations to findings presented in chapter fétufurther compares and contrasts
findings in chapter four to other related empiridadings found by other
researchers. It offers rationales for consistenog deviations of findings from
theory and other empirical findings. It also comf&r the hypotheses used in this
study and suggests improvements for the model usebis study to reflect the

current findings.

5.2 Descriptive Statistics, Correlations and Univaate Results

The descriptive results were comparable to othediss. The mean total capital
structure ratio for the panel was 47%, long-terpitea structure ratio was at a mean
of 19% while short-term capital structure ratio wa8%. This indicates that

companies were employing more of short terms ditats long term debts, but the
companies on average were moderately geared (Babje The panel for capital

structure ratio is comparable to that of La Roctale(2009) and Bundala (2012)
who found that companies were moderately geare mvéans of 44.5% and 55.1%
respectively, but the findings of Bundala indicatedider deviation from the current
study’s findings. It indicated a shift in leverabg almost 10% lesser from the

findings of Bundala who drew sample from the satoeksmarket.

The correlation analysis indicates that capitalcdtire ratio is positively related to

unrelated diversification and negatively relatedelated diversification as expected
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in the hypotheses and model and the results wgnéfisant. Total diversification is
positively related to capital structure ratio (T@tl.5). Tangibility is significantly
and positively related to capital structure ragceapected in the hypothesis since the
more tangible the assets are the more lenders iliregvio offer debts. It is evident
that firms with large amounts of tangible assetsgso manifested in the panel in
Table 4.1, tangibility is 0.54) already have assdtich can be used as collaterals
that push them to resort to debt financing ratt@ntequity financing, thus this
theoretical underpinning supports the positiveti@taship manifested between firm

tangibility and capital structure ratio (Table 4.5)

Profitability is also significantly and negativethglated to capital structure ratios,
indicating that firms are trying to obtain finangithrough internally generated funds
(Apostu, 2010) which means firms shy away from délthey can gain from tax
shields (NDTS) Table 4.5. Size of the firm in tlogse is consistently negatively
related to total, long-term and short-term capstalicture ratios. Most studies report
a positive relationship between size and capitaicsire ratio for instance (Abor,
2008), but this study’s results are consistent w&iflew exceptions such as the study
of Vries (2010) in which the negative relationsbgtween size and capital structure
ratio was reported. The reasoning behind it was dupity seems to be more
attractive to investors than it is to debt duedw linformation asymmetry in the
market. Age of the company (GOCO) is negativelptesd to capital structure ratio.

Growth opportunity is positively related to capialucture ratio.

5.3 Capital Structure Ratios

Whenever panel data are available, various schgleastitioners, and students have
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been fascinated by panel data modelling for theaiedhat these longitudinal data
have more variability and allow to investigate mm®ies than do cross-sectional or
time-series data alone (Park, 2011). In this swidynalysis the level of capital
structure is evidently variable. The standard dewmaof 0.249 for total capital
structure ratio (TGEAR) indicates that there areaten both across companies and
across years. Short term capital structure rat®ESR) as well as long term capital
structure ratio (LGEAR) were as well varying ovenmpanies and years (0.148 and

0.175 respectively) (See Table 4.1).

The t-test with unequal variance conducted indttdtat the two types of capital
structure ratios were statistically significantlifferent from each other indicating
that the two types of capital structure ratios edrindependently from each other
(Table 4.3). This variability is supported by P§2K11). Baltagi (2001) specifically
argues that “Panel data give more informative datae variability, less co-linearity
among the variables, more degrees of freedom ane refficiency” (p.6). The
variability of 0.249 from 128 observations is cldsethat of La Rocca et al (2009)
who found a standard deviation of 0.235 from 20&Seovations. Latridis and
Zaghmour (2013) based on a comparative study forobt@an and Turkish firms

find the standard deviations to be 0.1693 and (L X&dpectively.

The findings of the present study, TGEAR was atrtfean of 47% compare to the
means of 9.19% reported in Latridis and Zaghmo@d82 study. Akinyomi and
Olagunju (2013) based on a sample of 240 obsenstfound a mean capital
structure ratio of 57.6% and standard deviatio®.6774 for firms listed in Nigeria.

Kodongo et al. (2014) based on Kenyan listed fifimend the mean for capital
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structure ratio was 57% with a standard deviatibr0.@33. Similarly Hove and
Chidodo (2012) employing 84 observations from tst@mmpanies in Zimbabwe
found comparable results, where total capital stingcratio was at the mean of

23.8% with a standard deviation of 0.2187.

Thus, Tanzanian listed firms are in range with ptt@mparable countries in terms
of variability and level of capital structure ratidhis help to point to the fact that
this variability in capital structure ratio is nobhplanned. There are factors that can

be attributed to it.

5.4 Capital Structure Ratios Speed of Adjustments

Further aspects of capital structure or gearingabdity are tapped by considering
the speed of adjustment of capital structure raowoss time and companies
simultaneously as suggested by Abor (2007; 2008),Riocca et al (2009) and
Apostu (2010). This was done by introducing laggagital structure ratio variable
to take advantage of the fixed effects dynamicasgjon models. La Rocca et al
(2009) particularly argue that capital structuredties are considered to have
diverse implications on a firm adjustment processatrd its target capital structure

ratio level.

When they deviate from equilibrium level, firms nw@lly rebalance their capital
structure ratios towards the target levels. If &rfollow a target optimal level of debt
in their capital structure, deviations from the idguum level are expected to be
temporary and therefore the speed of adjustmerit b&ilrelatively high. On the

contrary, if firms do not attribute great importano their target leverage ratios (or
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if the transaction costs are high), then an adjestnof capital structure toward the
optimal level, for example in response to a shedk,be slow or even non-existent

in a given year.

In findings of the present study, prior years’ taapital structure ratio levels tended
to influence current years’ total capital structuaéo levels by between 0.6424 and
0.6771 units for each unit. Thus based on thisifigdby considering the lowest and
the highest alpha values in the models, alphavés in the range of 0.3229 - 0.3576
for whole sample analyses (Table 4.12). This iswd).5 (Refers to Appendix VIII,

Table 8.3). The speed of adjustment alpljag arrived at by the following formula

d+a=1, (i.,e.a = 1 -5) whered= lagged debt coefficients (Refer Appendix VIII,

Table 8.3).

The implications are that firms at DSE do not adjtiseir total debt more

automatically. Capital structure levels seem torlage close to their previous years’
debt levels. This is due to high transaction cassociated with increasing total debt.
The costs associated with being in disequilibrium l@w and thus firms tend to
adjust their total debts slowly. It is possiblerdfere that, companies in DSE are
generally slowly following their target total delevels. It also can be argued that
they are rather are faced with high transactionstscahat prevent them from

adjusting more easily and quickly.

When long term and short term capital structuresatvere considered separately,
short-term capital structure ratios have a relatidess adjustment speed E

0.3369) compared to long-term capital structurer@t = 0.4926). This indicates
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that companies adjust short-term capital structate less automatically compared
to long-term capital structure ratio. There areatreely more transaction

(adjustment) costs in using short-term debt contptvaising long-term debt. It also
implies that the cost of being in disequilibriumr flong-term debts is high as
compared to short-term debt. Thus, companies at i@fEvely quickly adjust their

long-term debt and slowly adjust their short terabtd This is as well supported by
the high standard deviation for long term capitedcure ratio (0.175) compared to

that of short term capital structure ratio (0.1éB3ble 4.1) (Appendix II).

The findings ¢ = 0.4926) for long-term capital structure rati@ aoomparable to
those of Apostu (2010) who found the adjustmenffment (in range ofx = 0.53 to
0.61) to be relatively large (greater than 0.5)various analyses for European
companies. The findings are also comparable toottes found by Kremp et al.
(1999) for Germano( =0.47) and Ozkan (2001) for British €0.43). One possible
explanation for this adjustment speed could be tiimatcosts of adjustment and the
costs of being away from their target ratios arthbmportant for firms. However,
since the adjustment coefficient is about 0.5 hard to conclude on the adjustment

behaviour for these long-term debt ratios.

Furthermore, for related product diversified gralpe adjustment speed was=

0.7684, this indicates that related product diviedifirms adjust their debt level
more quickly. Their costs of being in disequilibrivare high. The locally listed
companies seem to have a low adjustment speed).2669 on their total capital
structure ratio. Thus, their costs of being in digkbrium are low; they adjust their

debt ratios slowly because of high transactionscastl therefore their debts tend to
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stay close at their previous years’ levels. Corelgrd.a Rocca et al (2009) found
that firms pursuing related product diversificatiobad low adjustment speed €
0.352) and firms that are undiversified had a campzely high adjustment speed (
= 0.488). They move toward their optimum capitalsture ratios more slowly
while firms pursuing unrelated product diversifioat (o =0.706) move toward their
optimum capital structure ratios more quickly. Heee when total lagged values
for total capital structure ratios were considertéé, speed of adjustment was in the
range below 0.50& 0.3229 to 0.3576). This indicates that the cadtbeing in
disequilibrium are lower than the costs of adjusttin&his suggests that firms in
DSE face relatively high transaction costs whery therrow loans from banks or

issues bonds.

Moyo et al (2013) argue that if the speed of adpestt is zero, firms have no
leverage targets and therefore do not follow amusidjent process. But in cases
where speed of adjustment is greater than zern,fitmas have capital structure ratio
target levels that they adjust to. Companies listeDSE seem to have target debt
levels to which they strive to adjust to. Thesenfrseem to slowly adjust to their
total capital structure ratio due to their low adjuent coefficientsoE 0.3229 to
0.3576 for whole sample analysis). Moyo et al (90d@&intains that, in a perfect
market, firms always sustain their target or optirafio; but in an imperfect market,
firms merely slowly adjust because of informaticsyrmmetries, transaction and
adjustment costs. This later case seems to fitxptaeation for the DSE locally
listed firms, which indicated an adjustment spek@.2669. Similar conclusion can

be drawn from whole sample analyses (Table 4.12) speed of adjustment ranging
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froma = 0.3229 tax = 0.3576.

The DSE locally listed firms case depict the follogvfacts which were corroborated
the findings by Moyo et al (2013), that the speedstarget adjustment differ
between countries, reflecting the disparity in #hdactors. Countries such as
Tanzania, with low-quality firms, bad legal systemmfavourable institutional
features and unstable or stagnant or slowly grov@ognomies will exhibit a low
speed of adjustment. These characteristics in@eadpistment costs and hence

hinder faster and more frequent adjustments.

5.5 Product Diversification

From the 128 observations, findings indicated ttel product diversification

(TDIVE) in Table 4.1 was at a mean of 0.528 witanstard deviations of 0.307
indicating a greater degrees of variability overe tlyears. Related product
diversification (RDIVE) was at a mean of 0.458 whilunrelated product

diversification (UDIVE) was 0.114; their respectis@ndard deviations were 0.332
and 0.222, which indicate great variability in thegpes of diversification over time
and between companies. La Rocca et al (2009) ud88 @bservations and found
that the mean for total product diversification was391; related product

diversification was 0.172 and for unrelated prodiigersification was 0.219. Their

respective standard deviations were 0.445, 0.288&858 respectively.

The variability was not very different from thisudly’s panel, indicating that product
diversification has been changing over time andsscompanies. Such a variability

helps to point to the fact that companies at DS#eHaeen consciously choosing
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product diversification strategies for various mpges and advantages which product
diversification offers. These advantages are suchrm expansion, profit making,
acquisitions, shareholders controlling the managemesponding to market needs,
reducing business risk, responding to the presehaenutilized resources in the

firms, beating and timing the competition and tleeahto expand and grow.

In the univariate analysis in Table 4.2, companigsiracteristics or factors indicated
statistically significant differences. The treatmemvolved two groups i.e.
companies that followed related product diverstfmaand companies that followed
unrelated product diversification. The differeneesre in terms of capital structure
or capital structure ratios for total, long and rshterm gearing usages. The
differences are in assets structures (tangibilisize of the firms and firms’
profitability. Such differences point to the fadtat firms embarking on related
product diversifications were constrained by preseof inflexible resources which
can only be transferred across similar or relatesiness lines. On the other hand,
firms that adopted unrelated product diversificatiovere few and were only
probably able to do so, as the transaction theoopgses, due to the presence of

flexible resources which could be transferred arogelated business segments.

In the multivariate analysis, the regression resutidicated that total product
diversification is positively related to total cegistructure ratio, long term capital
structure ratio and short term capital structuteren both the static and dynamic
models. The same relationship was evidenced irrdhast models and for all the
groups analysed. The relationship was significantriost models (Table 4.12). This

is consistent with most theoretical postulationsgshsas the Agency Cost Theory



106

(Apostu, 2010). Thus, for every one unit increaséotal product diversification we
would expect a 0.3215 increase in total capitalcstire ratio. This is contrary to the
findings of La Rocca et al. (2009), Apostu (2013 uresh et al (2012) who found
a negative and significant relationship. As notedlier, theagency costs theory
predicts that debt will be used to reduce the tgbidf a manager to undertake
detrimental investments. This theory predicts &itpee relationship but most
empirical studies report a negative relationshipsBtudy, on the contrary has been

able to support a positive relationship as prediatetheory.

Consequently, shareholders will promote the uselatdt through non-detrimental
investments such as product diversification, asewcg to discipline managerial
behaviour up to the point when their objective éslised. Hence, we expect a
positive relationship between total product divization and capital structure ratios
up to that realization. Thus, based on theorepoatulation and findings, it seems
that shareholders for companies listed at DSE ao¢ considering total

diversification strategies employed as detrimemathe well-being of the firms.

Similarly, based on co-insurance postulation tptalduct diversification is a good
example of investments that produce uncorrelatesth @ws. Such types of cash

flows reduce business risk and thereby makingitherhore attractive to lenders.

Furthermore, following the methods of La Roccal€2@09) and Apostu (2010), the
univariate analysis used t-test (Table 4.2) armt-{Table 4.3) to test for differences
between related product diversification strategi€sese are total and unrelated
product diversification. The results indicated gn#ficant difference for the sub-

samples. The objective was to justify separateyarsafor the two groups during the
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regression analysis. Most of the other variablesevgatistically and significantly
different indicating that the two sub-samples colkdtreated as unique groups for

the analysis.

Related product diversification was negatively tediato total capital structure ratio,
long term capital structure ratio and short terrpited structure ratio. The results
were significant for related product diversificatigroup only (Table 4.12). This
finding was consistent with that of La Rocca e(2009) and Apostu (2010). The
result was also consistent with, tteinsurance effects theory, which suggests that,
product diversification in related business segmeasults into correlated returns,
which do not lower returns volatility. This in tudiscourages lenders from offering
loans, and vice versa. Thus, internal financingtafned earnings), is associated with
related product diversification. On the other haedternal financing (debt), is
associated with unrelated product diversificatiBnnegative relationship between
related product diversification and capital struettatio or gearing was expected and
consequently supported by the findings. Similablgsed on transaction costs theory
or argument related product diversification is opdssible in the presence of excess

and flexible unutilized resources in the companies.

Therefore, it was possible to demonstrate thatedlproduct diversification is based
on business synergies and resource sharing. Thieseoamally inflexible, highly
specialised, excess and unutilised resources. Theearces are assets, human skills
and internal funds available to the companies. @lags the basic reasons that reflect
possibilities for these companies to invest in teglaproduct diversification.

Characteristically, these assets and resource®mgrbe transferred across similar
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business products. Thus, related product diveadibo would be negatively related
to external financing and consequently negativelgted to capital structure ratios as

postulated in the theory transaction cost theory.

Unrelated product diversification was consistemibsitively related to total capital

structure ratio, long-term capital structure ratma short term capital structure ratio.
The results were significant in some of the dynaragression models. The positive
relationship helps to highlight the fact that inweent in unrelated products results
into uncorrelated cash flows thus reducing riskbakiness, thus attracting more

external financing particularly debt. This is catent with the co-insurance theory.

5.6 Capital Structure Determinants

5.6.1 Asset Tangibility

This study’s findings on asset tangibility (TANGRhdicated that all models had
positive but insignificant relationships to totahpttal structure ratio, long term
capital structure ratio and short term capitaldtrce ratio except for related product
diversified group which was statistically signifita(Table 4.12). The direction of
the variable is consistent with theory, becausesgree of tangible assets such as
plants, property and equipment makes a companyod gandidate for debt. Thus,
more tangibility would increase debt qualificati@md consequently more debt
financing (Tables 4.8 & 4.10). The mean for asaegibility was at 0.528 (Table
4.1) indicating that more than half of the assdtthe companies were properties,
plant and equipment. Theoretically, tangible asbat® less information asymmetry
and have greater values than intangible assetsigdliquidation. Thus, they are

capable of attracting more debt financing, thusgitaifity would normally be
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positively related to capital structure ratio. Theding is consistent with most
empirical findings that confirm a positive relatghp, for instance Titman and
Wessels (1988) and Apostu (2010) in developed cmsnand Abor (2008), Khediri
and Daadaa (2011), Hove and Chidoko (2012), Gweyal.e (2013) and Umer

(2014) in developing countries.

5.6.2 Firm Size

Size of the firm (SIZE) was found to be negativediated to capital structure ratio in
all models; the dynamic models for total gearingewstatistically significant. The
locally listed firms indicated a positive but neatsstically significant relationship to
capital structure ratio (Table 4.12). Size is atamrersial variable, a positive sign
supports the position that large firms easily dydir debt because of large assets
that can cover debt obligations during bankruptw. the other hand, a negative
relationship was supported based on the idea dnge ffirms may opt not to borrow
due to stable profitability, which is used as atelinal financing substitute. Thus, it
seems, instead of resorting exclusively to debfif@ncing, firms at DSE are using
internal financing and equity more as compareddbt.dThis is evidenced by low
capital structure ratio (47%), against equity (53%bable 4.1) coupled by high

profitability with the mean of 28.84% with a max119.10%.

The negative relationship is consistent with AcB9Q9) who employed a panel of
550 non-listed Moroccan firms, with 2,859 obsermwasi. He used natural logarithms
of sales, natural logarithms of assets and natiagdrithms of employment to

measure size for a robust analysis. He observésalihhree measures for firm size

were negatively related to long-term capital swuetratios. Vries (2010) also found
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a negative relationship, he particularly unlike esthresearchers used natural
logarithms of sale. He concludes that firms wittgéaamounts of tangible assets
already have a stable income that pushes thenstotr® internal financing rather
than debt financing. Also, firm size is considetedoe a sign of ability to reduce
information asymmetry. Less information asymmettyaat equity than debt finance
for the reason that, public investors are morerméx about the firms. Therefore,
chances that shares are undervalued are very lmvas such investors are more
willing to buy equity. As a result, such firms, tahe may prefer equity relative to

borrowing; hence a negative relationship is justifi

5.6.3 Firm Profitability

Profitability of the firm (PROF) was found to begatively related to total capital
structure ratio, long term capital structure ratra short term capital structure ratio,
the results were statistically significant (Tabld2). Theoretically there are two
possibilities, which have also been supported dogily. Firstly, if past profitability

is considered a good proxy for future profitabilityen profitability would be
positively related to capital structure ratio. @e bther hand, if firms are capable of
generating sufficient profits and are following ecking order financial behaviour,
they will resort to internal financing against debthus profitability would be

negatively related to capital structure ratio.

Evidences for a negative relationship to suppast¢hrrent study are extensive from
other studies, such as Rajan and Zingales (199%)thB et al. (2001), Fama and
Frech (2002), Abor (2008), Vries (2010), KhedindaDaadaa (2011), Hove and

Chidoko (2012), Aremu et al. (2013), Latridis anggBmour (2013), Umer (2014),
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Tarus et al. (2014). This later position seemsddhe case in this present study’s
sample. Thus a one unit increase in profitabilitguld results in approximately
0.3471 unit decreases in total capital structut® faased on the dynamic model
(Table 4.12). This is evidenced by the high meanfitability of 28.84% with a max
of 109.10% in Table 4.1, evidencing availability lmfyjh profits that can be used

internally to finance the companies.

5.6.4 Growth Opportunity

Growth opportunity (GROP) was found to be positivetlated to total capital
structure ratio, long-term capital structure ratral short term capital structure ratio,
the results were significant (Table 4.12). The ifngd were consistent with many
other studies in Africa. These studies indicateditpe relationships of growth
opportunity to capital structure ratio (Doku, et, &011; Hove & Chidoko, 2012;
Nyamora, 2012; Ogbulu & Emeni, 2012; Bundala & Magi, 2012; Latridis &
Zaghmour, 2013; Gweyi et al., 2013; Nyanamba ¢2@l.3). The companies in the
present study sample have a mean of 14.9% for gropportunity (Table 4.1). This
high mean indicates that the sample is made of guigivth opportunity firms. High

growth opportunity firms are characterised by higieds of funds.

Therefore, internal financing may not suffice thiarancing needs as a result they
would resort into external financing. These firmee durther constrained by
“ownership control rights” they want to maintairethownership thus they would
normally resort to external financing. These twboraales seem to paint the picture

of companies at DSE.
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5.6.5 Going Concern

Going concern (GOCO) was found to be negativelsteel to total capital structure
ratio and short term capital structure ratio, bagipvely related to long term capital
structure ratio (Table 4.12). Theoretically, agecamts for company reputation.
However, the kind of reputation contained in the afithe company will depend on
other factors as well. Some companies such as Ti@lited are very old, but are
loss making companies that would add to bad rejpata©On the other hand, other
companies such as TBL are old and profit makingwwaild add to good reputation.
Thus, a sound going concern is positively relateddébt. The mean age in our
sample was 39 years (Table 4.1). This indicatesditvinance of experienced

companies.

The negative relationship between age and sham tapital structure ratio and
positive relationship between age and long-ternitabgtructure ratio was consistent
with the findings of Hall et al. (2004). He establked that age was negatively related
to short-term capital structure ratio but was pesiy related to long-term capital
structure ratio. But, notably Esperanca et al. 80@und that age is negatively
related to both long-term and short-term capitalcttire ratios. The reasons for this
relationship were probably due to young age andrin&tion asymmetry presented
by young firms. Thus, this trend can be attributednformation asymmetry, DSE
being a market in a developing economy would imglyigh degree of information

asymmetry in the market.

5.6.6 Bankruptcy Risk

Risk of bankruptcy (RISK) was found to be negativetlated to total capital
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structure ratio, long term capital structure ratia short term capital structure ratio,
the results were not statistically significant, epic for the related product
diversification group which was negatively relatex capital structure ratio and
statistically significant, and locally listed grouphich was positively related to
capital structure ratio and was statistically digant (Table 4.12). Firms with high
debt levels have higher volatility of net profitcamplicitly higher bankruptcy risk.
Thus, one needs to expect a negative relationsttipeen debt and risk (Titman &
Wessels, 1988; Kremp et al., 1999; Booth et alg12®lonso, 2003). The locally
listed firms seem to have low levels of capitalsture ratios that do not threaten
their quest to continue borrowing that is why thewe a positive relationship is

evidenced.

Research evidences indicate that firms tend toastgy from excessive debts in
order to reduce their bankruptcy risk. This studfiiedings are consistent with
studies from both developed and developing ecomaniikese studies indicate that
bankruptcy risk is negatively related to capitalsture ratios (Alonso, 2003; Abor,
2008; Apostu (2010); Junior and Funchal (2013); M®013; Umer, 2014; Gathogo
& Ragui, 2014). Particularly Junior & Funchal (201®und a negative and
insignificant relationship for both the high andvleisk groups in their panel. The
rationalization put forward, which is adopted tgogart this relationship, is that
bankruptcy risks emanate from both increases ectand indirect financial distress
costs. Firms with high profitability and risk avergsend to avoid debt usage by
relying on internal financing in order to reducenkauptcy risk (Vries, 2010; Abor,

2007).
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5.6.7 Non-debt Tax Shields

Non-debt tax shield (NDTS) was found to be poslyiveelated to total capital
structure ratio and short term capital structugoraut negatively related to long
term capital structure ratio (Table 4.12). The lsswere significant for total and
short term gearing models. Theoretically, if firar® capable of gaining from non-
debt tax shields, they may shy away from debt. Fithat are capable of decreasing
taxes by means other than interest deductions asictepreciation will employ less
debt in their financing structures. Debt-tax shseldhlike non-debt tax shields are
positively related to capital structure ratio (Umn2014). Conversely, one would
expect a negative relationship between non-debshaid and capital structure ratio.
This is only consistent for our long term capitaisture ratio. Total and short term
capital structure ratios indicate the contrary, chhis a firm is not capable of

decreasing taxes by other means (such as depoegititan interest deductions.

The findings were consistent with that of Titmand aWessel (1988) and Umer
(2014) except for long-term capital structure ralibey found a positive relationship
between non-debt tax shields and total capitattira ratio in developed economies
and Ethiopian companies respectively. This curstatly adopts their explanation
put forward that non-debt tax shields were not lasstute for total and short-term
debt tax shields, except for long-term capital &tree ratio. The rationalizations for
a negative relationship for long term capital siwue ratio are that; when corporate
taxes increases are high, firms which are ablednage taxes by means other than
deducting interest will employ less debt in theapital structure (Vries, 2010).

When non-debt tax shields are positively relatetbtg-term capital structure ratio,
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non-debt tax shields may be regarded as substdutebt tax shields (La Rocca et

al., 2009).

5.7 Hypothesis Tests and Validation

In this section the findings are compared to tiygotheses. They are confirmed to
conclude the findings and results in relation ® higpothetical predictions. Based on
the results hypothesis one was supported. Thenfysdivere consistent with the
postulations that there is a negative relationshigtween related product
diversification and capital structures of listedmganies in Tanzania. When the
related product diversification group only was dedth the results turned out to be
significant at 0.001. The findings were thus camsiswith both the transaction cost
theory and co-insurance hypothesis. Thus first thgm®s was supported which
stated,;

Hi: Related product diversification negatively affectpital structure of
companies listed in Tanzania

The findings were consistent with the second hypsith The second hypothesis was
supported, that unrelated product diversificatisn piositively related to capital
structure. The positive direction was consistent & the models and became
significant at 0.01 in the dynamic Prais-WinstenhwPCSE. This offers support to
the second hypothesis and is consistent with Hathcb-insurance hypothesis and
transaction cost theory which postulated that;

H2: Unrelated product diversification positively affeatapital structure

of companies listed in Tanzania
The results supported a positive relationship betwital product diversification

and capital structure. The results were consigtangnificant with a few exceptions



116

in some models, such as the locally listed groupssclisted group and the long debt
group. The findings were consistent with the agetiogory, which imply that
managements were endorsing product diversificairofects to promote debt usage.
This offered support to the third hypothesis, whstdted thus;

Hs: Total product diversification positively affects pol structure of
companies listed in Tanzania

Asset tangibility was consistently shown to be pesiy related to capital structure
ratio. The findings were not significant. This isnsistent with other researchers’
findings and theoretical postulations. Thus we wabde to confirm a positive
relationship but unable to statistically suppart it
Ha: Tangibility of the firm positively affects capitakructure of companies
listed in Tanzania.
The fifth hypothesis dealt with size of the firnb.imdicated two possibilities. The
related product diversified group had a positiviatrenship with capital structure.
The models except for related product diversifmatiindicated a consistently
negative relationship to capital structure. Thelifigs were statistically significant in
some models, thus lending support for our fifth dtyesis that;
Hs: Size of the firm negatively affects capital struetof companies listed in
Tanzania
For the sixth hypothesis, the results supportecdgative relationship. The results
were statistically significant in most models. Thedationship is consistent with
theories and empirical findings. Thus it was pdssibb support a negative
relationship that;

He: Profitability of the firm negatively affects cagitstructure of companies
listed in Tanzania
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Growth opportunity is a contentious factor, whichaymindicate a positive or
negative relationship. The results supported a tipesirelationship, which is
consistent with both theory and other empiricaldiitys. The relationship was
statistically significant and thus it was possilbbesupport a positive relationship

thus;

H7: Growth opportunity of the firm positively affectamtal structure of
companies listed in Tanzania

In the eighth hypothesis, against the postulatitims,results supported a negative
relationship for the whole sample but a positiviatrenship for long-term gearing
and the GMM model. Some of the models were stedibyi significant lending
support to both other researchers’ empirical figdirand theoretical postulations.
Thus the eighth hypothesis was supported thus;

Hs: Going concern of the firm affects capital structofecompanies listed
in Tanzania

For the ninth hypothesis, the findings supportedgative relationship between risk
and capital structure for both listings group, imdgicated a positive relationship for
the locally listed firms. These findings are cotesis with both empirical and
theoretical postulations. They were also statiyicagnificant for both related and
locally listed firms.

Ho: Bankruptcy risk of the firm affect capital structuof companies listed

in Tanzania
In the tenth hypothesis, against the postulatiowas possible to support a positive
relationship between non-debt tax shields and abgitucture except for long term

debt group where a negative relationship was faorsistent with the postulation.
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The findings were statistically significant for agutive relationship. Thus, it was
possible to support a positive relationship that;

Hio: Tax shield of the firm positively affects capitatucture of companies
listed in Tanzania

5.8 Model Improvements

Based on the findings from data analysis outputhyygotheses are restated and a
new model's variables relationships are depictedrigure 5.1. In this model the
dynamic nature of our findings was introduced ahe lkagged debt (GEAR1)
effects on capital structure (GEAR were taken into account to reflect the dynamic

nature of the model as proposed in theory andrigli

TDIVE(i,1)

RDIVE(,1) s UDIVE(,H)

H1-- HZ+

Y

Ha+ . H10+ |
TANGAD b | GEAR(+1)==GEAR(Y) NDTS(.D

A

SIZE(L,L) RISKILL)

H7+

PROF{L1) GROP(,t) GOCO, T

Figure 5.1 Modified conceptual model
Source: Researcher’s own Design (2016).
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The findings indicated that capital structure rstod firms are varying over time and
across companies. Product diversification in itsotes types showed variability over
time and across firms. The results are generalhgistent with the three theories and
tended to differ from some empirical results. Topmbduct diversification and
unrelated product diversification are positivelyated to capital structure ratios.
Related product diversification was negatively teddiato capital structure ratios. The
conventional variables; asset tangibility and growpportunity are positively and
significantly related to capital structure. Non-tlé&dx shield, risk of bankruptcy and
going concern are either positively or negativeblated to capital structure
depending on the group of analysis involved. Pabflity and size of the firm were
negatively related to capital structure ratiosnfarfollow dynamic adjustments in

their capital structures.

Thus based on these findings the following improeets in the previous model
(Figure 2.1) are done and reflected in the new awgd model (Figure 5.1). TDIVE
postulated a general relationship on GEAR; but rdsults supported a positive
relationship. RDIVE postulated a negative relatiopsthe results maintained the
same negative relationship. UDIVE postulated a tp@sirelationship; the results
maintained the same positive relationship. TANGtylased a positive relationship;
the results maintained the same positive relatipnsBIZE postulated a general

relationship; the results maintained a negativatiaiship.

PROF postulated a general relationship; the resuftported a negative relationship.
GROP postulated a general relationship; the resujgported a positive relationship.

GOCO postulated a positive relationship; the resudupported a general
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relationship. RISK postulated a negative relatigmstine results supported a general
relationship. NDTS postulated a negative relatigmsithe results supported a
positive relationship. These improvements are cedte fully in the model (Figure
5.1). As it can be noticed, these variables affeath prior years capital structure
ratios {GEAR;, +1)} and current years capital structure ratios {GEAR in the
central box of the model. But, it is worth notingat GEAR;, +.1) also affects GEAR

t) as indicated by the central arrow in the modedistial box.

5.9 Summary of Discussion of Findings

The results indicated that capital structures ohdi at DSE are varying over time
and across companies. Firms are slowly adjustirgyr tbapital structure ratios
towards their targets. Product diversificationtsvarious types indicated variability
over time and across firms. The results are gedgecansistent with theory and
partly consistent with other researchers’ empiritadings and partly differ from

other researchers’ empirical findings. Both totaloduct diversification and

unrelated product diversification are positivelydastatistically significantly related

to capital structure ratios. Related product diNieegion is statistically significantly

negatively related to capital structure ratio.

The conventional variables; asset tangibility amowgh opportunity are positively
and statistically significantly related to capitfucture ratio. Non-debt tax shield,
risk of bankruptcy and going concern are eithentpedy or negatively related to
capital structure depending on the group of anslysiolved. Profitability and firm
size were statistically significantly negativelyated to capital structure ratio. These

sets of factors account for a large share of thedependent variables in explaining
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the dependent variable capital structure ratiois lalso found that firms follow
dynamic adjustments in their capital structureosin efforts to attain their target

capital structure ratios.
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CHAPTER SIX
6.0 CONCLUSIONS AND RECOMMENDATIONS

6.1 Overview

This chapter deals with the conclusions derivedhftbe analysis and findings and
guided by the research objectives. It also pointd pecommendations and
implications from the study for the listed firmswvestors, policy makers and the

economy.

6.2 Conclusions

Specifically, the research objectives are addressed in order to summarize and
conclude the extent to which it was possible taiatthem. A summary of the
general objective is “to evaluate capital structadability as influenced by product
diversification amidst conventional factors for nis listed in Tanzania.” the
conclusions of the study’s findings based on speoibjectives follow below; The
first objective was to assess capital structurgabdity of firms listed in Tanzania.
In the results capital structure is manifestly &ake. The standard deviation of 0.249
for total capital structure ratio (TGEAR), 0.148 &hort term capital structure ratio
(SGEAR) and 0.175 for long term capital structaior (LGEAR) indicate that there
are variations across companies and across yeaw | ftypes of capital structure

ratios.

Further, based on adjustment speeds by considérnipwest and the highest alpha
values in the models, alpha) (s in the range 0.3229-0.3576 indicating thahfrat
DSE do not adjust their total debt more automdtic@lapital structure levels seems

to be more close to their previous years’ debtleliecause of high transaction costs
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associated with increasing total debt. The costsoaated with being in

disequilibrium are low and thus firms tend to atjheir total debts slowly.

The second objective was to assess product dilgtsiin variability of firms listed
in Tanzania. After isolating related and unrelapedduct diversifications, it was
found that total, related and unrelated produceididications are varying over time
and across firms. Findings indicated that totaldpmt diversification (TDIVE),
related product diversification (RDIVE) and unrelht product diversification
(UDIVE) had standard deviations of 0.307, 0.332 artP2 respectively indicating

greater degrees of variability over the years amdss firms.

Such degrees of variability help to point to thet flnat companies at DSE have been
consciously choosing product diversification stgéds. This is for various purposes
and advantages which product diversification offé&wsch purposes and advantages
are firm expansion, profit making, acquisitions,agholders controlling the
management, responding to market needs, reducisigdss risk, responding to the
presence of unutilised resources in the firms,ibgatnd timing the competition and

the need to expand and grow.

The third objective was to assess effects of cotweal factors such as assets
tangibility, firm size, firm profitability, growth opportunity, going concern,
bankruptcy risk and non-debt tax shields on capgtalcture variability of firms
listed in Tanzania. The results indicated that emtional factors; asset tangibility,
growth opportunity and non-debt tax shield are tpady related to capital structure

ratio, while size, profitability and going conceane negatively related to capital
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structure ratio, while risk of bankruptcy was neggy related to total capital

structure ratio and positively related to long terapital structure ratio.

The fourth objective was to analyse the effectprofduct diversification on capital
structure variability of firms listed in TanzaniBhe results indicated that both total
product diversification and unrelated product deezation were positively related
to capital structure ratio while related productedsification was negatively related

to capital structure ratio.

6.3 Implications and Recommendations
This sub-section points out implications and rec@ndations of our study. It helps

to link findings to practical usefulness of thedstu

6.3.1 Implications

The findings point to the importance of productatsification in its various types in
influencing financing choices of firms at DSE. Aadimgly, it contributes to the
understanding of rationales behind firms financifige difference in the directions
of effects for related and unrelated product difeegion helps to points to the fact
that the type of product diversification adopted twe firm matters in capital

structure choices.

The differentiated effects of related and unrelgisatiuct diversification on capital
structure help to point to the facts that the retofr resources available to a firm
dictates the kind of diversification adopted byaatjgular firm. Thus, it was possible
to establish and substantiate that related prodivetsification is mostly possible in

companies with excess, unutilised, inflexible resea available to the firm and
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internal financing. This was due to a statisticalgnificant negative relationship
between related product diversification and capstalicture ratios. On the other
hand, unrelated product diversification is mosthggible in companies with excess,
unutilised, flexible resources and external finagciThis was due to a statistically
significant positive relationship between unrelgpeoduct diversification and capital
structure ratios. These relationships are in lirth Wransaction Cost Theory and Co-
insurance Effect Hypothesis. Further it pointshe tact that product diversification
is possible due to the presence of business syrardyesources sharing in these

companies.

The negative relationship between related produgersification and capital
structure indicate that related product diverstfaais related to internal financing;
such as retained earnings. Firms are forced tointeenal financing to finance
related product diversification investments. Suavestments do not attract lenders
due to high risks resulting from highly correlateeturns. These investments
discourage managers to borrow due to high debsacion costs reflected by debt
markets. The high costs are due to high risks fewoh correlated investments.
Conversely, the positive relationship between wateel product diversification and
capital structure helps to point to the fact thhg presence of uncorrelated cash
flows projected by unrelated product diversificatiovestments reduces a firm risk

profile thus attracting more debt financing amouaghsfirms.

The varying and increasing levels of product difeation over time and across
firms help to point to the presence of consciongification strategies employed

by firms to take advantages of various benefit$ tingersification entails, such as
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business risk reduction, staying competitive, espganmotives and trying to grow

big among others.

Capital structure ratios variability points to tfect that firms are trying to adjust
their capital structure to reflect the costs, rigkgl advantages of each financing
choice. The speed of adjustment helps to depidittethat firms are trying to move
their capital structures towards optimum or targggital structure ratios. The low
speed of adjustment of capital structure ratiogcates that the cost of adjustment is
rather high among DSE firms. Thus, transaction sdstich as legal, litigation,
interests, listing and information) both direct andirect seem to be high among
DSE companies. Prior years’ capital structure sat@re closely predicting
proceeding years’ debt levels. As noted previodsips are cautiously adjusting
their debt levels, keeping them in line with pn@ars’ levels. Such capital structure
ratios are adjusted so cautiously towards optimassalue to the risk eminent from

debt usage.

Total, long term and short term capital structaigos display differentiated profiles.
This indicates that the type of gearing mattersapital structure choices in relation
to capital structure determinants. Particularly pames seem to favour more short
term debt over long term debt. But also the lewéldebt or capital structure ratios
have been increasing over time. This indicates finas are consciously adjusting
their capital structures over time. Further, psiears’ debt levels are good predictors
of proceeding years’ debts. Thus, firms at DSE eliosegulated their proceeding
years’ debt levels in line with their prior yeadgbt levels. These reflect the facts

that capital structure ratios adjustment speeds séwe. This is due to high
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transaction costs associated with debt financinbainzania.

Presence of tangible assets such as plants, pyapettequipment dictate the ability
for a firm to borrow and hence adjust its capitalicture both in the short run and
long run. Presence of large amounts of retainefitpriacilitated by big firm size

and high growth opportunities as supported by dselts help firms at DSE resort to
internal financing. This is evidenced by the negatrelationship for size and
profitability and positive relationship for growtbpportunity to capital structure.
Firms at DSE are capable of decreasing taxes bynsnedher than interest
deductions such as depreciation as a result th@ognhess debt in their financing

structures as indicated by the modest long ternh légbls in the panel.

The reputation of firms at DSE did not account fmsitive effects on capital
structure ratios. This indicates as suggested hgratesearchers, the presence of
information asymmetry at DSE that makes lendersorignage in screening
candidates for debts. Bankruptcy risks emanate footh increases in direct and
indirect financial distress costs. Firms at DSEhwiigh profitability and risk averse
tend to avoid debt usage by relying on internakricing in order to reduce

bankruptcy risk.

The large ¥ in the range of 0.825—0.964 and the adjusted the range of 0.804—

0.939 (Table 4.12) account for a very large andstauttial effects of these factors
under study on capital structure ratios. So fas thia large amount of contribution
that can be attributed to a combination of thes¢ofa at DSE. This evidences the

importance of these factors during capital striectdecisions. Thus, managements,
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policy makers, regulators and investors need tmwadcfor these factors when
making policy, regulating the financial markets,damvesting in these listed

companies.

6.3.2 Policy Makers, Regulators and DSE

Due to high transaction costs that are indicatikemf the dynamic adjustment
analysis, it is important that transaction cosultasgy from information asymmetry,

listing requirements, information flow, legal liijon and interests’ obligations be
studied and monitored to reduce transaction cdstsmprove transparency, to
improve flow of correct and reliable information itovestors and lenders. This will
help firms easily adjust their capital structurgasito maximize from their financing

choices.

6.3.3 Investors

Companies at DSE are evidently product diversifiggaecifically, they are following
both related and unrelated product diversificastmategies. Thus, investors need to
invest among firms that are embarking on unrelgextiuct diversification due to
reduced business risk from uncorrelated cash fl@us. similarly when constructing
their investment portfolios, it is significant thttey choose firms according to a
combination of related and unrelated product difieation, rather than investing
only on companies with only related product diviegsl firms, because that would

indicate high risk in their investments portfolios.

Companies that are well diversified in unrelatedbdoicts normally exhibit

uncorrelated cash flows, which normally result imdov business risk and high
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profitability. Thus, banks and lenders need to wersproduct diversification as a

criterion for screening debt candidates.

6.3.4 Companies

Investments through product diversifications hawthlkimplicit and explicit effects
on capital structure of firms. Therefore, the mamagnt needs to undertake such
investments with informed practices on how proddieersification and its types
affect their companies’ capital structure and cquoseatly cash flow, profitability
and value. Consequently, the types of product diffeation adopted by the

management matters in capital structure choices.

Presence of excess, unutilised and inflexible nessucan best be employed in
advancing related product diversification. ThusnBrmay opt for such a strategy if
they have more of these types of resources. Owottier hand, firms with presence
of excess, unutilised flexible resources shouldomeson unrelated product
diversification, since that would help to producearrelated cash flows resulting in
reduced business risk. The study recommends tingpaies should diversify across
projects as a way to make cash flows more predectakreby decreasing the agency

costs of decision-making prudence.

Further, possibility of business synergies and ugsss sharing in the presence of
resources such as skills, machineries, equipmehfiaance; companies should not
hesitate to diversify their business as that waukhn more returns to their firms.
But, equally important is the fact that relateddurct diversification is more related

to internal financing while unrelated product dsiécation in more related to
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external financing. Thus it is prudent to finaneéated product diversification with
internal financing and finance unrelated productediification with external

financing.

Firm-specific factors, such as product diversifimat tangibility, size, profitability,

non-debt tax shield, going concern, growth oppatyuand business risk seem to
account for a large share for variability on cdp#uctures of these firms. Thus,
these factors need to be taken into serious aceduen considering capital structure

decisions.

6.4 Areas for Future Studies

The following are recommendations for future reslean this area. These are areas
in which the study was not able to cover due tatétrons of time, resources and

they were out of scope of this study, but theseaseas that emanated from our
study’s research process.

I.  Studies need to focus on companies that are netllia the Dar es salaam
stock exchange and assess the effects of produetsdication on capital
structure

ii. Researches need to focus on SMEs, and assess lteofrgproduct
diversification on capital structures

iii. Researches need to focus on how product divermsdicainfluence
profitability of companies listed at DSE

Iv. Researches need to focus on the effects of pradluetsification on firm
value; cases may be drawn from listed companidsted companies and or

SMEs.
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Vil.
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Comparative studies by sectors such as SMEs, talecmication,
beverages, agricultural and mining may be condutdezmbmpare the role of
product diversification on capital structure, ptatiility, cash flows and
firms’ value.

Comparative studies need to focus on the rolesaxfyet diversification and
international diversification on capital structugofitability, liquidity and
firm value

Since there are several measures of diversificatomparative studies on
measures of diversification could be done to compeasults statistically.
More advanced methods of measurements and regressitd be used such
as structural equation modelling (SEM) to assedecsf of product
diversification on capital structure, profitabilityash flows and firm value.
Since this study focused on firm-specific variablether studies need to
incorporate industry-specific and macro-economicaides effects on capital
structures, profitability, cash flows and firm valwf listed companies at

DSE, unlisted companies and among SMEs.



132

REFERENCES

Abor, J. (2007)Capital structure and financing of SVIEs: Empirical evidence from
Ghana and South Africa (Doctoral dissertation, University of Stellenbosch
Republic of South Africa). Retrieved from, httpctielar.sun.ac.za,on
20/03/2014.

Abor, J. (2008). Determinants of the capital suetof Ghanaian firmsAERC
Research Paper 176, African Economic Research Consortium.

Achy, L. (2009). Corporate capital structure cheite Mena: Empirical evidence
from non-listed firms in Moroccadyliddle East Development Journal, 1(2),
255-273, Economic Research Forum.

Akinyomi, O.J. & Olagunju, A.A., (2013). Determinianof capital structure in
Nigeria, International Journal of Innovation and Applied Studies, 3(4), 999-
1005. Retrieved from http://www.issr-journals.ojigh/, on 17/09/2014.

Alonso, E. J. (2003). Does diversification stratemgatter in explaining capital
structure? Some evidence from Spaipplied Financial Economics, 13,
427-430.

Apostu, A. (2010).The effects of corporate diversification, strategies on capital
Sructures An empirical study on European companies, (Masters
Dissertation, Aarhus University). Retrieved from,
http://pure.au.dk/portal/files/13336/MSc._Thesisdheea Apostu.pdf, on
23/05/2014.

Arellano, M., & Bond, S. (1991). Some tests of speation for panel data: Monte
Carlo evidence and an application to employmentaggus, Review of

Economic Sudies 58, 277-297.



133

Aremu, M. A., Ekpo, I. C., Mustapha, A. M., & Adegdn, S. |. (2013).
Determinants of capital structure in Nigerian bagksector.International
Journal of Academic Research in Economics and Management Sciences,
2(4), 27-43. Retrieved from http://dx.doi.org/1008AJAREMS/v2-i4/50,
DOI: 10.6007/IJAREMS/v2-i4/50, on 12/07/2014.

Baker, M., & Wurgler, J. (2002). Market timing awdpital structure,Journal of
Finance 57, 1-32.

Balbinotti, M., Benetti, C. & Terra, P. (2006). fhsdation and validation of the
Graham-Harvey survey for the Brazilian contexternational Journal of
Managerial Finance, 3(1), 26-48.

Baltagi, B. H. (2001)Econometric analysis of panel data, (2"“Ed). Chichester, John
Wiley & Sons.

Barine, M, N. (2012). Capital structure determisaot quoted firms in Nigeria and
lessons for corporate financing decisiod@jrnal of Finance and Investment
Analysis, 1(2),61-81.

Barnea, A & Logue, D. (1973). Stock-market basedasuness of corporate
diversification,Journal of Industrial Economics, 51-60.

Benito-Osorio, D., Guerras-Marti’'n, L. A. & Zun“iyécente, J. A. (2012). Four
decades of research on product diversification: iferdture review,
Management Decision, 50(2), 325-344.

Berger, P. G. & Ofek, E. (1995). Diversificatio@fect on firm valueJournal of
Financial Economics, 37, 39-65.

Berry C. (1971). Corporate growth and diversifioati Journal of Law and

Economics. 14, 371-383.



134

Bhattacherjee, A. (2012). Social science reseddhciples, methods, and practices.
Open Access Textbooks. Book 3; http://scholarcomsnai.edu/oa
textbooks/3.

Booth, L., Aivazian, V., Demirguc-Kunt, A. & Maksiowic, V. (2001). Capital
structures in developing countrigsurnal of Finance, 56, 87-130.

Brounen, D., de Jong, A. & Koedijk, K. (2006). Capistructure policies in Europe:
Survey evidencelournal of Banking and Finance, 30(5), 1409-1442.

Bundala, N. N. (2014). Does capital structure iaflces working capital intensity
and growth opportunity of a firm: An evidence frofranzanian firms.
International Journal of Accounting and Financial Reporting,4(1); Retrieved
from http://dx.doi.org/10.5296/ijafr.v4i1.2874, @4/01/2015.

Bundala, N. N. (2012). Do Tanzanian companies m@agbecking order theory,
agency cost theory or trade-off theory? An empirgtady in Tanzanian
listed companiednternational Journal of Economics and Financial Issues,
2(4), 401-422. Retrieved fromwww.econjournals.compn 21/01/2015.

Bundala, N. N. & Machogu, C. G. (2012). Determisamf capital structure:
Evidence from Tanzania's listed non-financial comipa. International
Journal of Research in Commerce, It & Management,2(6). Retrieved from
www.ijrcm.org, 23/05/2014.

Capar, N. & Kotabe, M. (2003). The relationship vi#n international

diversification
and performance in service firmslournal of International Business
Sudies,34, 345-355.

Chatterjee, S& Wemerfelt, B. (1991). The link between resour@e=l type of



135

diversification: Theory and eviden&rategic Management Journal,12, 33-
48.

Chechet, I. L., Garba, S. L. & Odudu, A.S. (20I3¢terminants of capital structure
in the Nigerian chemical and paints sectbnternational Journal of
Humanities and Social Science, 3(15), 247-263. Retrieved
fromwww.ijhssnet.com, 23/05/2014.

Chen, J. (2004). Determinants of capital structuwwe<hinese-listed companies.
Journal of Business Research, 57, 1341-1351.

Chen, J.C. (2015). An empirical research: The dateng factors of capital

structure of
strategic emerging industry, based on data ofdigeterprises in China.
Modern Economy, 6, 458-464. http://dx.doi.org/10.4236/me.20154810
accessed on 28/07/2015

Chen, L.H., Lensink, R. & Sterken, E. (1998). Tletediminants of capital structure:
Evidence form Dutch panel data. Paper presentdteadEuropean Economic
Association Annual Congress, Berlin.

Contractor, F.J., Kundu, S.K. & Hsu, C. C. (2003). three-stage theory of
international expansion: The link between multiioéality and performance
in the service sectodournal of International Business Studies,34, 5-18.

Dar es Salaam Stock Exchange (2012014 Annual Report. Retrieved from

retrieved from the Dar es Salaam Stock Exchange sweebfrom,

http://www.dse.co.tz/content/annual-reports, ory,J2®, 2015.

Dar es Salaam Stock Exchange (2015$ted companies. Retrieved from retrieved

from the Dar es Salaam Stock Exchange website from,



136

http://www.dse.co.tz/content/listed-companies, oy, 29, 2015.

De Angelo, H. & Masulis, R. (1980). Optimal capittfucture under corporate and
personal taxationJournal of Financial Economics, 8, 3—29

Dokua, J. N., Adjasib, C. K. D. & Sarpong-Kumankwn&. (2011). Financial
market development and capital structure of lidteds - empirical evidence
from GhanaSerbian Journal of Management,6 (2) 155 — 168.

Esperanga, J. P., Ana, P.M.G. & Mohamed, A. G. 820Corporate debt policy of
small firms: An empirical (re)examinatiodournal of Small Business and
Enterprise Development, 10(1): 62—-80.

Fabozzi, J. F., & Peterson, P. P. (200@hancial Management and Analysis, (2"
ed.), New Jersey, John & Wiley and Sons, Inc.

Fama, E., & French, K.R. (2002). Testing tradeafitl pecking order predictions
about dividends and deliReview of Financial Sudies, 15, 1-33.

Flannery, M. J., & Rangan, K. P. (2006). Partigluatinent toward target capital
structuresJournal of Financial Economics, 79, 469-506.

Frank, M. Z. & Goyal, V. K. (2002). Capital structudecisions: Which factors are
reliably important¥inancial Management, 1 — 37.

Frank, M.Z. & Goyal, V.K. (2004). The effect of nkat conditions on capital
structure adjustmenEinance Research Letters 1, 47-55.

Garcia, M., Hidalgo, A. & Rodriguez, D. (2013). Ressible diversification:
Knowing enough about diversification to do it respibly: Motives,
measures and consequencednnales Universitatis Apulensis Series
Oeconomica, 15(1). 217-237.

Gathogo, G. & Ragui, M. (2014). Capital structuré Kenyan firms: What



137

determines it"Research Journal of Finance and Accounting,5(5), 118-125.
Retrieved from www.iiste.org, on 23/01/2015.

Graham, J. R. & Harvey, C. (2001). The theory aratfice of corporate finance:
Evidence from the fieldlournal of Financial Economics,60, 187-243.

Green, C.J., Murinde, V. & Suppakitjarak, J. (2002)rporate financial structure
in India. Economic Research Paper No. 02/4. Centre forrnat®nal,
Financial and Economics Research, Department of n&uoas,
Loughborough University, Loughborough.

Greener, S. (2008). Business Research Methods; @peass Text books. Sue
Greener & Ventus Publishing.

Gweyi, M. O., Minoo, E.M. & Luyali, N. C. (2013). é&derminants of leverage of
savings and credit co-operatives in Kenya: An eitglir approach.
International Journal of Business and Commerce, 2(10), 58-65,Retrieved
from www.ijbcnet.com, on 12/09/2014.

Gygax, A. F., Wanzenried, G. & Wu, X. (2014Japital structure inertia and
product market competition, IFZ Working Paper No. 0025/2014,1-44, |IFZ
Working Paper Series ISSN 1662-520X, Lucerne Usiterof Applied
Sciences and Arts.

Hall, G.C., Hutchinson, P. J. & Michaelas, N. (2p0OBeterminants of the capital
structures of European SMEkurnal of Business Finance and Accounting,
31(5/6): 711-28.

Hardt, L. (2009). The history of transaction costoreomics and its recent
developmentsErasmus Journal for Philosophy and Economics, 2 (1) 29-51.

Harris, M. & Raviv, A. (1991). The theory of capitructure.Journal of Finance,



138

46 (1), 297-355.

Hassan, S. U. (2011PDeterminants of capital structure in the Nigerian listed
insurance firms. International Conference on Management (ICM 2011)
Proceeding, 697-708.

Hendrikse, G. & Oijen, A. (2002). Diversificatiomée corporate governance, erim
report series research in managemelournal of Economic Literature,
Erasmus Universiteit Rotterdam, Rotterdam Schodlahagement.

Hernadi, P. (2014)Theory and practice of capital structure, in Central and Eastern
Europe (Doctoral dissertation, Budapest University of Amalogy and
Economics).http://www.omikk.bme.hu/collections/pBdzdasag_es_Tarsad
alomtudomanyi_Kar/2014/Hernadi_Peter/tezis_engqmuf)4/02/2014.

Hoskisson, R., Hitt, M., Johnson, R. & Moesel, D993). Construct validity of an
objective entropy categorical measure of diveratfan strategySrategic

Management Journal, 14, 215-235.

Hove, B. & Chidoko, C. (2012). Examination of mnétional corporate capital

structure decisions in Zimbabweternational Journal of Economic

Research. Retrieved from www.ijeronline.com, 23/05/2014.
llyas, J. (2008). Determinants of capital structukealysis of non-financial firms

listed in the Karachi Stock Exchanglaurnal of Managerial Science, 2(2),
281-304.

Jairo, I. J. (2006). The effects of equity marketinng on capital structure: Evidence
from UK company dat8usiness Management Review,10(1), 1-25.
Jensen, M. & Meckling, W. (1976). Theory of thenfir Managerial behaviour,

agency costs and ownership structdaeirnal of Financial Economics, Vol.



139

3, 305-60.

Jordan, J., Lowe, J. & Taylor, P. (1998). Stratagy financial policy in UK small
firms. Journal of Business Finance and Accounting, 25, 1-27.

Junior, J. N. & Funchal, B. (2013). The EffectGdrporative Diversification on the
Capital Structure of Brazilian Firms. Accountingddfinance Review
(Revista Contabilidade & Financas — USP) or (R.tCBim. — USP), 24 (62),
154-161.

Kariuki, S. N. & Kamau, C. G. (2014). Determinawfscorporate capital structure
among private manufacturing firms in Kenya: A syreé food and beverage
manufacturing firms. International Journal of Academic Research in
Accounting, Finance and Management Science, 4(3), 49-62. Retrieved from
www.hrmars.com, on 13/11/2014.

Kelley, K. & Maxwell, S. E. (2003). Sample size fmwultiple regression: Obtaining
regression coefficients that are accurate, not Igimgignificant.
Psychological Methods. The American Psychological Association, Inc. 8(3)
305-321, Accessed: 31/03/2015.

Khanna, T. & Palepu, K. (2000). Is group affiliatiprofitable in emerging markets?
An analysis of diversified Indian business grodgg.nal of Finance, 55(2),
867-91.

Kim, E. H. & McConnell, J. J. (1977). Corporate gens and the co-insurance of
corporate debtlournal of Finance, 32, 349-365.

Kira, A. R. (2013). Determinants of financing caastts in east African countries’
SMEs. International journal of business and management. 8, 49-68,

Canadian Center of Science and Education, Retrieveedm



140

http://dx.doi.org/10.5539/ijbm.v8n8p49, 23/05/2014.

Klein, P. G. & Lien, L. B. (2009) Diversificationndustry structure, and firm
strategy: An organizational economics perspec@&e®nomic institutions of
strategy advances in strategic manageménterald Group Publishing
Limited, 26, 289-312.

Kochhar, R. (1996). Explaining firm capital struguThe role of agency theory vs.
transaction cost economi&&rategic Management Journal,17, 713-728.
Kochhar, R. & Hitt, M. A. (1998). Linking corporatgrategy to capital structure:
Diversification strategy, type and source of finagcStrategic Management

Journal, 19, 601-610.

Kodongo, O., Mokoaleli-Mokoteli, T. & Maina, L. (24, July).Capital structure,
profitability and firm value: Panel evidence of listed firms in Kenya, MPRA
Paper No. 57116. Retrieved from http://mpra.ubmoenchen.de/57116/, on
12/12/2013.

Kranenburg, H., Hagedoorn, J. & Pennings, J. (200kasurement of international
and product diversification in the publishing inttysThe Journal of Media
Economics,17(2), 87-104, Lawrence Erlbaum Associates, Inc.

Kremp, E., Stoss, E. & Gerdesmeier, D. (1999). raation of a debt function:
Evidence from french and german firm panel dataShuve A., Scheuer M.
(eds.), Corporate finance in Germany and France. Deutsche Bundesbank
and the Banque de France, 139-194.

Lang, L. H. P. & Stulz, R. M. (1994). Tobin's g,rporate diversification, and firm
performanceJournal of Political Economy, 102, 1248-1280.

La Rocca, M., La Rocca, T., Gerace, D. & Smark, (2009). Effect of



141

diversification on capital structurAccounting & Finance, 49, 799-826.

Latridis, G. & Zaghmour, S. (2013). Capital struetuin the MENA region:
empirical evidence from Morocco and Turkegvestment Management and
Financial Innovations, 10 (1)68-77.

Lewellen, W. G. (1971). A pure financial rationdt® the conglomerate merger.
Journal of Finance, 26, 527-537.

Li, D., & Li, S. (1996). A theory of corporate s@pand financial structurdournal
of Finance 51, 691-709.

Luigi, P. & Sorin, V. (2009). A Review of the CaglitStructure Theorieg\nnals of
Faculty of Economics, 3(1), 315-320.

Marinelli, F. (2011). The relationship between dsrBcation and firm’'s
performance: Is there really a causal relationshijpPking Paper WP-907,
IESE, University of Navarra, Barcelona.

Marobhe, 1. M. (2014). The influence of capitalusture on the performance of
manufacturing companies: Empirical evidence frastell companies in East
Africa. Research Journal of Finance and Accounting, 5(4), 2014.

Martin, J. D. & Sayrak, A. (2003). Corporate divbecation and shareholder value:
A survey of recent literaturdournal of Corporate Finance, 9, 37-57.

Mbulawa, S. (2014). Determinants of capital streestahoices in the Zimbabwean
corporate sectoAfrican Economic Research Consortium, (AERC).

Milton, S. (1986). A sample size formula for mulépegression studie$he Public
Opinion Quarterly. 50(1), 112-118, Oxford University Press, URL:
http://www.stor.org/stable/2748974, also http:/Mnstor.org/page/info/

bout/ olicies/terms.jsp, Accessed: 17/10/2014.



142

Monteforte, D. & Stagliano, R. (2014). Firm comytg and capital structure:
Evidence from Italian diversified firm&4anagerial and decision economics,
pp.1-16.

Moyo, V., Wolmarans, H. P. & Brummer, L. M. (201¥ynamic capital structure
determinants: Some evidence from South African dirndournal of
Economics and Financial Science, 6(3), 661-682.

Muritala, T. A. (2012).An empirical analysis of d&b structure on firms’
performance in Nigeridnternational Journal of Advances in Management
and Economics, 1(5),116-124.

Myers, S. C. (1984). The capital structure puzaternal of Finance, 34 (3), 575-
592.

Myers, S. C. (2001). Capital structudeurnal of Economic Perspectives, 15 (2), 81-
102.

Myers, S. C. & Majluf, N. (1984). Corporate finangi and investment decisions
when firms have information investors do not hadaurnal of Financial
Economics, 13, 187-221.

Norman, A. S. (2010). The role of Dar es SalaantiSExchange in safeguarding
securities investors in Tanzanidnternational Business Management, 4(4),
222-228.

Nyamora, |. (2012).Determinants of capital structure of banks in Kenya: An
empirical approach (Masters Dissertation, University of Nairobi). Reted
from, http://business.uonbi.ac.ke/node/1436, 007/2014.

Nyanamba, S. O., Nyangweso, G. N. & Omari, S. M1@. Factors that determine

the capital structure among micro-enterprises: Aecatudy of micro-



143

enterprises in Kisii town, KenyaAmerican International Journal of
Contemporary Research, 3(7). Retrieved from www.aijcrnet.com,on
11/08/2014.

Ogbulu, O. M. & Emeni, F. K. (2012). Determinantscorporate capital structure in
Nigeria, International Journal of Economics and Management Sciences,
1(10), 81-96. Retrieved from http://www.managemamntpals.org, on
17/09/2014.

Oh, C. H., Sohl, T. & Rugman, A. M. (20148egional and product diversification
and the performance of retail multi-nationals. Discussion Paper, Number:
JHD-2014-02, John H Dunning Centre for InternatioBasiness, Henley
Business School, and University of Reading.

Ozkan A. (2001). Determinants of capital structared adjustment to long run
target: evidence from UK company panel datarnal of Business Finance
& Accounting, 28 (1) & (2), 175-198.

Palich, L. E., Cardinal, L.B. & Miller, C.C. (2000)Curvilinearity in the
diversification-performance linkage: An examinatiohover three decades
of researchSrategic Management Journal, 21(2),55-74.

Park, H. M. (2009). Linear regression models fongladata using SAS, Stata,
LIMDEP, and SPSS. Working paper, The University otnfation
Technology Services (UITS) Center for Statisticald aMathematical
Computing, Indiana University. Retrieved from
http://www.indiana.edu/~statmath/stat/all/panel 1@/M06/2013.

Park, H. M. (2011). Practical guides to panel aatalelling: A step-by-step analysis

using Stata. Tutorial working paper; Graduate Stlodolnternational Relations,



144

International University of Japan. Retrieved from
http://www.iuj.ac.jp/faculty/kucc625, accessed @ix/2015.

Petersen, M. A. & Rajan, R. G. (1994). The beneditslending relationships:
Evidence from small business dafae Journal of Finance, 49(1): 3-38.

Prosser, L. (2009) (ed.). UK Standard IndustriabsSification of Economic
Activities (SIC) (2007): Structure and explanatoigtes. Office of National
Statistics, Palgrave-Macmilian, Thousampton.

Qian, G., Khoury, T., Peng, M. & Qian, Z. (2010heTperformance implications of
intra- and interregional geographic diversificatidrategic Management
Journal 31, 1018-1030.

Quresh, M., Akhtar, W. & Muhammad, |. (2012). Dakeersification affect capital
structure and profitability in Pakistad® an Social Science, 8(4): 30-42.
Rajan, R. G. & Zingales, L. (1995). What do we knavout capital structure? Some

evidence from international datiurnal of Finance, 50, 1421-1460.

Rumelt, R. (1974).Srategy, Sructure and Economic Performance. Harvard
University Press, Cambridge, MA.

Saunders, M., Lewis P. & Thornhill, A. (2012). Ras®#h methods for business
students (8 ed.), Pearson, Essex.

Sbeiti, W. (2010). The Determinants of capital stiwe: Evidence from the GCC
countries.International Research Journal of Finance and Economics, 1(47),
EuroJournals Publishing Inc. Retrieved fromhttpsmweurojournals.com/
inance.htm, on 18/07/2013.

Servaes, H. (1996). The value of diversificatiorimy the conglomerate merger

wave.Journal of Finance, 51, 1201-1225.



145

Sharpe, W. F. (1964). Capital asset prices: A thedrmarket equilibrium under
conditions of riskJournal of Finance, 19, 425-442.

Shyam-Sunder, L. & Myers, S. C., (1999). Testirgfisttrade-off against pecking
order models of capital structurdournal of Financial Economics, 51, 219-
244,

Singh, M., Davidson, I. W. N. & Suchard, J. A. (300Corporate diversification
strategies and capital structuf@uarterly Review of Economics & Finance,
43, 147-167.

Talebnia, G., Abednazari, M. & Dadbeh, F. (201#dustrial Diversification and
Corporate Governance, Ownership Structure: Eviddrara Tehran Stock
Exchange, Applied mathematics in Engineering, Management and
Technology, the special issue in Management and Technology. Retrieved
from, http://www.amiemt-journal.com, on 22/05/2014.

Taylor, P. & Lowe, J. (1995). A note on corporatetegy and capital structure.
Srategic Management Journal, 16, 411-414.

Thomas, K. T., Chenuos, N. & Biwott, G. (2014). pofitability, firm size and
liquidity affect capital structure? Evidence fromer§an listed firms.
European Journal of Business and Management, 6(28). Retrieved
fromwww.iiste.org, on 12/05/2013.

Titman, S. & Wessels, R. (1988). The determinantsapital structureJournal of
Finance, 43, 1-20.

Torres-Reyna, O. (2007)inear regression using Sata; Data and statistical services,
Princeton University. Retrieved from http://dssipeton.edu/training/,

accessed on 28/07/2015.



146

Umer, U. M. (2014). Determinants of Capital StruettEmpirical Evidence from
Large Taxpayer Share Companies in Ethioprernational Journal of
Economics and Finance, 6 (2) 154-161. DOLl:
http://dx.doi.org/10.5539/ijef.v6n1p53, accessed 6/04/2015.

Varadarajan, P. R. & Ramanujam, V. (1987). Diveratfon and performance: A re-
examination using a new two-dimensional conceptaibn of diversity in
firms. Academy of Management Journal,30(2), 380—393.

Wan, W.P., Hoskisson, R.E., Short, J.C. & Yiu, D(2011). Resource-based theory
and corporate diversification: Accomplishments apgortunitiesJournal of
Management. 37(5), 1335—1368.

Welch, [. (2004). Capital structure and stock nesurJournal of Political
Economy,112, 106-131.

Williamson, O. E. (1988). Corporate finance andpooate governancdournal of
inance. 43(3), 567-591.

Wrigley, L. (1970).Divisional autonomy and diversification (Doctoral dissertation,

Harvard Business School).



147

APPENDICES

Appendix | Comparable samples and model specificain
Table 8.1 Comparable studies sampling

Researcher| Location Nature of | populat | Inclusion Sampled | Numbe | Numbe | % Method
[a] [area populatio ion criteria into number | rof r of of ology [j]
[b] n [c] under sample firms [f] | sample | Observ | sam
study [e] d years | ation: ple
[d] (0] firm- [i=[
years[h | f/d]
]
Barine Nigeria 214 Listed | 18 Financial firms | 18 2008- | 54 100 | Panel
(2012) excluded 2010 % data, 9
[3 IV, OLS
years] regressio
n
Gweyi et Kenya Non-listed | 40 Only SACCOs | 40 2010- | 120 100 | Panel
al. (2013) included 2012 % data, 5
[3 IV, OLS
years] regressio
n
Tarus et al. | Kenya 238 Listed | 60 Financial firms, | 60 2006- | 420 100 | Panel
(2014) & unlisted missing data 2012 % data, 3
firms excluded [7 IV, OLS
years] regressio
n
Chechet et | Nigeria 214 Listed | 19 chemical and | 12 2005- | 60 63% | Panel
al. (2013) paints only 2009 data, 5
included, firms [5 IV, OLS
with missing years] regressio
data excluded n
Akinyomi Nigeria 214 Listed | 86 Manufacturing | 24 2003- | 240 28% | Panel
& Olagunju firms included, 2012 data, 5
(2013) excluding firms [10 IV, OLS
with missing data years] regressio
n
Aremu et Nigeria 214 Listed| 5 Banks only are | 5 2006- | 25 100 | Panel
al. (2013) included 2010 % data, 7
5 v
years] pooled
OoLS
regressio
n,
Hassan Nigeria 214 Listed | 32 Insurance firms| 15 2001- | 150 47% | Panel
(2011) only are included 2010 data, 5
[10 IV, FE
years] regressio
n
Muritala Nigeria 214 Listed | 86 Manufacturing | 10 2006- | 50 12% | Panel
(2012) firms only, 2010 data, 6
financials and [5 IV, PLS
missing data years] (OLS)
firms excluded Regressi
on
Jambawo Zimbabwe | 71 Listed 71 Financial firms | 24 2009- | 96 34% | Panel
(2014) excluded, missing 2012 data, 4
data firms [4 IV, OLS,
excluded years] regressio
n
Researcher| Location | Nature of | populat | Inclusion Sampled | Numbe | Numbe | % Method
[a] [area populatio | ion criteria into number | rof r of of ology [j]
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[b] n[c] under sample firms [f] |sample | Observ | sam
study [e] d years | ation: ple
[d] (0] firm- [i=[
years[h | f/d]
]
Hove & Zimbabwe | 71 Listed 23 Highly regulated 21 2000- | 189 91% | Panel
Chidodo and financial 2008 data, 8
(2012) firms excluded [9 IV, OLS,
years] pooled
sample
Umer Ethiopia 76 Listed | 76 Large taxpayer | 37 2006- | 222 49% | Panel
(2014) & unlisted companies, 2010 data, 9
excluded banks [6 IV, RE
and insurance Years] regressio
firms n,
Doku, et al. | Ghana Listed 21 All firms and 21 1995- | 231° 100 | Panel
(2011) sectors were 2005 % data, 12
included [11 v,
Years] pooling
regressio
n, lagged
DV
Khediri & Tunisia Listed 44 All financials 23 2000- | 230 52% | Panel
Daadaa were excluded 2009 data, 9
(2011) [10 v,
years] pooling,
RE and
FE
regressio
n,
Marobhe Tanzania | 253 Listed | 15 Manufacturing 12 2005- | 84 80% | Panel
(2014) and & unlisted firms only, 2012 [7 data, 7
Kenya excluded years] IV, OLS
financials, regressio
missing data n,
firms
Bundala & | Tanzania 15 Listed 8 All 8 2011 8 100 | Cross
Machogu manufacturing 1 % sectional
(2012) firms, exclude year] data, 7
financials and v,
cross listed Multiple
regressio
n,
The Tanzania | 22 listed, 1| 23 Exclude all 11 1997- 128 50% | Panel
current delisted financials, 2014 data, 8
Study delisted, missing [17 (\VA
data years] Pooling,
firms.Include OLS,
only that have FE, RE,
been listed. lagged
DV,
GMM,
CSE,
PCSE,
LSDV1
regressi
ons.

Source: Researcher’s own compilation (2015).
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Key: IV independent variable, DV dependent varialflg fixed effect regression
model, RE rundom effect regression model, OLS @mjirleast square regression
model.
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Table 8.2: Models specifications and construction

Variables for the Regression Model

Variables Definitions Measurement Symbols | Researchers
who used the
variables and
measures

Dependent variable:

Capital Structure | Capital structure ratio, the rati D/TA Q) Kochhar &

(ALTENATIVE of book value of total debt (D GEARit | Hitt  (1998),

MEASURES) to total assets (TA) Alonso (2003),
La Rocca et al
(2009).

Capital structure ratio, the rati D/E ) Kochhar &

of book value of total debt (D GEARit | Hitt  (1998),

to market value of equity (E) Alonso (2003),
La Rocca et al
(2009),
Apostu,
(2010).

Independent variables:

Product Commercial/Product HIit=1-Y (S5 Sy TDIVEit | Markowitz

Diversification diversification may be Where: (1952), Sharps

measured by BARRY (1964), Barneg

(ALTENATIVE HERFINDAL index for firm i | HI i:: sales revenue according & Logue

MEASURES) in year t BARRY-HERFINDAL indicator for (1973),

firmiin yeart. Jacquemin &
Berry (1979),
S: sell a certain portion of th Palepu (1985)
company to define a product Varadarajan
and
>'S: The total sales (ie, the total sal Ramanujam
of parts/products) (1987),
Or may be measured b Broad spectrum Diversificatio] TDIVEi; | Kochhar &
Categorical  Measure, g (BSD) as number of 2-digit SI Hitt ~ (1998),
developed specifically by codes a firms operates, Chatterjee
Varadarajan and Ramanujam| Mean Narrow Spectrun &Wemerfelt
Diversification (MNSD) as numbe (1991)
of 4-digit SIC codes a firm operaté Hendrikse &
divided by BSD Oijen (2002),
or Ri: = a4 iRy + & TDIVE;, | Alonso (2003),
Efficient diversification Singh et al.
measure, Where Ris the profitability of firm i (2003),
Which uses the followind in period t, Rwis the market Kranenburg et
proxies; profitability in period t, is the al. (2004)La

standard deviation of th
residualss(e)

and determination coefficien
RZ

to measure
diversification

produd

systematic risk anditis the random
disturbance.

Rocca et al.
(2009), Apostu
(2010), Garcia

et al. (2013),
Oh et al
(2014).

Independent variables:

[ Or may be measured by Calculated a3'P; * In(1/P), where P| TDIVEi;
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Variables for the Regression Model

Variables Definitions Measurement Symbols | Researchers
who used the
variables and
measures

Entropy measure, which | refers to the proportion of sales

weighted number of busined business segment j and In(}/B the

segments/products to control | weight for that segment. Tot
diversification in this measure
capable of being decomposed i
related and unrelated produ
diversification as under.

Unrelated diversificatior] n UDIVEi;

measure is involvement of UDIVE;, = Z_gj.ln (1.;5_)

firm concurrently in more tha . e

one business segment with J=t .

the first 2 digits of SIC code| Wh_ere $ is the proportion 91

or first 3 digits NAICS codes. busmess (sales) O.f Segm?f?” defin
according to the first 2 digits of th
SIC code or 3 digit of the NAICS
codes

Related product diversificatio RDIVE;, = TDIVE;, — UDIVE;, RDIVE;;

measure is involvement of

firm concurrently in more tha

one business segment with

the first 4 digits of SIC code,

or first 6 digits NAICS codes.

Tangibility The ratio of total non-currerl (NCA/TA) TANGit | Jensen and
assets (NCA ot PPE) to th Or Meckling
book value of total assets (TA] (PPE/TA) (1976), Titman

and Wesselg
(1988); Rajan
and Zingales
(1995),

Kochhar and
Hitt  (1998),
Alonso (2003),
La Rocca et al
(2009),

Apostu, 2010).

Size natural logarithms of sale In natural logarithms (In) of totg SIZE Titman and
revenue assets values Wessels
Or natural logarithms of totg Or In(Sales) (1988); Rajan|
assests Or In(TA) and Zingales

(1995),
Kochhar and
Hitt  (1998),
Alonso (2003),
La Rocca et al
(2009)

Profitability The ratio of earnings befor] EBITDA/TA PROFR: | Titman and
interest, taxes, depreciation a| Or EBIT/TA Wessels
amortization (EBITDA) to the (1988), Harris
book value of total asset ratio & Raviv

(1991), Rajan|
& Zingales
(1995),

Kochhar &

Hitt (1998), La
Frank & Goyal
(2002), Alonso
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Variables for the Regression Model

Variables

Definitions

Measurement

Symbols

Researchers
who used the
variables and
measures

(2003), Rocca
et al. (2009),
Frank & Goyal
(2004),

Apostu,

(2010), Vries
(2010), Oh et
al. (2014).

Growth
Opportunities

Research and developme
(R&D)to sales ratio (S)
Or sales annual growth

R&D/S or Sales annual growth
(%ASales)

@
GROR

Kochhar &
Hitt  (1998),
Alonso (2003),
La Rocca et al
(2009),
Apostu,
(2010).

Market value of Equity /Book
value of Equity

Or

Equity Market Timing

MVE / BE

)
GROR;

Rajan &
Zingales

(1995), Alonso
(2003), La
Rocca et al|
(2009), Jairo|
(2006),Apostu
(2010),0h et
al. (2014).

Going Concer

n

Age of the company

The number of years in operations

GOCQ;

Kochhar &
Hitt  (1998),
Alonso (2003),
La Rocca et al
(2009), Apostu
(2010).

Non-debt
Shield

Tax

Depreciation and Amortizatio
(DA) divided by total asset
(TA)

DAITA

NDTSit

Myers (1984),
Titman &
Wessels

(1988), Kremp
et al. (1999),
Booth et al.
(2001), Alonso
(2003), La
Rocca et al,
(2009), Apostu
(2010).

Bankruptcy
Risk/Financial
Distress

Earnings  volatility as ¢
percentage change of earnin|
(operating incomes)

Or Earnings change 3

%A(EBITDA) or
AEBITDA/%ASales

percentage

RISKiyt

Alonso (2003),
La Rocca et al
(2009), Apostu
(2010).

Source: Researcher’s own design (2015).
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Appendix Il: Comparable capital structure capital structure levels
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I mean of LGEAR

Figure 8.1Capital structure ratio: means for capitd structure ratios by years
Source: Data analysis (2016).
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2007
2008
2009
2010
2011
2012
2013
2014

Figure 8.2 Capital structure ratio: sum for capital structure ratios by years
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I sun of TGEAR
B sum of SGEAR

I sum of LGEAR

Source: Data analysis (2016).
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Figure 8.3:Capital structure ratio: means for capital structure ratios by
companies

Source: Data analysis (2016).
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Figure 8.4 Capital structure ratio: sum for capital structure ratios by
companies

Source: Data analysis (2016).
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Appendix Ill: Comparable product diversification le vels
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Figure 8.5: Product diversification: means for prodict diversification by years
Source: Data analysis (2016).
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Figure 8.6 Product diversification: sums for produd diversification by years
Source: Data analysis (2016).
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Figure 8.7: Product diversification: means for prodict diversification by
companies
Source: Data analysis (2016).
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Figure 8.8 Product diversification: sums for produd diversification by
companies
Source: Data analysis (2016).
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Appendix IV: Comparable capital structure conventional factors levels
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Figure 8.9 Conventional factors: means for convertnal by years
Source: Data analysis (2016).
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Figure 8.10: Conventional factors: means for conveionals by companies

Source: Data analysis (2016).
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Appendix V: Variables’ linearity assumptions checks

©

Augmented component plus residual
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unrelated product diversification
Figure 8.11 Linearity: unrelated diversification
Source: Data analysis (2016).
i °®
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related product diversification

Figure 8.12 Linearity: related diversification

Source: Data analysis (2016).
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Augmented component plus residual

T
0 5 1
total product diversification

Figure 8.13 Linearity: total diversification
Source: Data analysis (2016).

Augmented component plus residual

15

2 A4 .6
asset tangibility

Figure 8.14 Linearity: asset tangibility
SourceData analysis (2016).



Augmented component plus residual
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Figure 8.15 Linearity: firm size
Source: Data analysis (2016).
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Figure 8.16 Linearity: firm profitability

Source: Data analysis (2016).
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Augmented component plus residual

.2
non-debt tax shields

Figure 8.17 Linearity: non-tax depreciation shield
Source: Data analysis (2016).

Augmented component plus residual
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Figure 8.18: Linearity: going concern
Source: Data analysis (2016).
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Figure 8.19: Linearity: growth opportunity
Source: Data analysis (2016).
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Figure 8.20 Linearity: risk of bankruptcy
Source: Data analysis (2016).
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Appendix VI Various normality graphs checks

Kernel density estimate
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kernel = epanechnikov, bandwidth = 0.0206

Figure 8.21 Normality check: kernel density estimat
Source: Data analysis (2016).

A kernel density plot produces a kind of histogréon the residuals, the option
normal overlays a normal distribution to compareredresiduals seem to follow a
normal distribution.

o

(0]
Residuals

Figure 8.22 Normality check: normal residuals

Source: Data analysis (2016).
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Standardize normal probability plginorm) checks for non-normality in the middle
range of residuals. Again, slightly off the linet books ok.

1.00

Normal F[(e-m)/s]
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| |
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T T
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Empirical P[i] = i/(N+1)

Figure 8.23 Normality check: standardize normal prdability plot ( pnorm)
Source: Data analysis (2016).
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Figure 8.24 Normality check: quintile-normal plots(gnorm)
Source: Data analysis (2016).
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Quintile-normal plots (gnorm) check for non-normgalin the extremes of the data
(tails). It plots quintiles of residuals vs. quiaes of a normal distribution. Tails are a
bit off the normal.

Appendix VII: Assessment of heterogeneity
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Figure 8.25 Fixed effects: assessing heterogenedigross companies
Source: Data analysis (2016).
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Appendix VIII: Guide for target adjustment coeffici ents models interpretations
Table 8.3 Interpretations of the coefficients of tk target adjustment models

(1-a)=1 (1-a)=0

or equivalent to: o =0 or equivalent to: o= |

- Firms do not adjust; - Firms automatically adjust;

- Debt stays at the previous year’s - Debt is instantaneously adjusted to the
value; previous year's value;

- There are high (transaction) - There are low (transaction) adjustment
adjustment costs; costs;

- The costs associated with being in - The costs associated with being in
disequilibrium are low. disequilibrium are high.

(1-0)closeto ] (1-0)closeto0
or equivalent to: a close to 0 or equivalent to: o close to 1
- Firms slowly adjust. - Firms quickly adjust.

Source: La Rocca (2009).
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Appendix IX: List of Stata commands used and notes

/Ipanel data exploration//

xtline y

xtline y, overlay

/[FEM:Heterogeneity accross companies/entities//

bysort CompanylD:egen y_mean=mean(y)

twoway scatter y* CompanylD, msymbol (circle_holljjeonnected y mean
CompanyID,msymbol(diamond)||, xlabel(1 "PAL" 2 "3¥" 3 "SWISS" 4
"TATEPA" 5 "TBL" 6 "TCC" 7 "TOL" 8 "TWIGA" 9 "ACACIA" 10 "KQ" 11
"NMG")

/I[FEM:Heterogeneity accross years/time//

bysort TimeYear:egen y_meanl=mean(y)

twoway scatter y* TimeYear, msymbol (circle_hollpeonnected y meanl
TimeYear,msymbol(diamond)||, xlabel(1997(2)2014)

/IOLS Regression//variables to be discarded becthese were not projecting the
expected signs or were not significant(size_2 @ajrop 1 RISK risk_3 risk_4)//
regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GRAFOCO RISK
NDTS

twoway scatter y* UDIVE, |[|lfit y* UDIVE, clstyle(yd) //not rondom enough
twoway scatter y* RDIVE, |[|Ifit y* RDIVE, clstyle(p)//rondom

twoway scatter y* TDIVE, |[|Ifit y* TDIVE, clstyle(fp) //rondom

twoway scatter y* TANG, |[|lfit y* TANG, clstyle(p)3/rondom

twoway scatter y* SIZE, |[|Ifit y* SIZE, clstyle(p.&both not very rondom
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twoway scatter y* PROF, ||lfit y* PROF, clstyle(p/Both rondom

twoway scatter y* NDTS, ||Ifit y* NDTS, clstyle(p.&not rondom

twoway scatter y* GOCO, |[|lfit y* GOCO, clstyle(p.%all goco variables are
problematic they lack rondomness

twoway scatter y* GROP, ||Ifit y* GROP, clstyle(p.5

twoway scatter y* RISK, [|lfit y* RISK, clstyle(p)5

/[FE ==> LSDV1 without a dummy//

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK
NDTS

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK
NDTS i.CompanyID

predict TGEARhOat

separate TGEARhat, by(CompanyID)

twoway connected TGEARhatl-TGEARhatll  UDIVE, msyitiane
diamond_hollow+circle_hollow x)msize(medium) mcdldack black black black
black black black black black black black)||ifit E&R UDIVE,
clwidth(thick)clcolor(black)

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK

NDTS i.CompanyID, robust //to control for homosksiilzity we add robust)

/[FE ==> LSDV2 includes all dummies but without iheercept//
regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GRABFOCO RISK

NDTS _ICompanylD_1-_ICompanylD_11, noconstant



169

/[FE ==> LSDV3 includes all dummies and the intptogith a restriction//
constraint define 1
_ICompanyIlD_1+ ICompanyID_2+ ICompanylD_3+ [ICompény+ ICompany
ID_5+_ ICompanylD_6+_ ICompanylD_7+ ICompanylD_8+ iQmanylD 9+ ICo
mpanylD_10+_ICompanyID_11=0

cnsreg TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GROPOCO RISK

NDTS _ICompanylD_1-_ICompanyID_11, constraint(1)

/loutreg2 command for publication tables//

outreg2 [modell model2] TGEAR RDIVE UDIVE TDIVE TABI SIZE PROF
GROP GOCO RISK NDTS _ICompanylD_1- ICompanylD_11 ings
"C:\Documents and Settings\User\Desktop\PhD Anaaynd Strategy\MERGE

2016 Analysis.dta" , append ctitle(Odds ratio) efor

// kkkkkkkkkkkkkkkkkkkkkkkkkhkkhkkhkkkkkkkkkkhkkhkkkkkkkk kkkkkkkkkkkkkkhkkhkk

*1

[llanalysis for the final results///

/ldescriptive analsis///

estpost summarize TGEAR LGEAR SGEAR RDIVE UDIVE MHE TANG SIZE
PROF GROP GOCO RISK NDTS

esttab, cell("count mean sd min max")

esttab, cell("count mean(fmt(4)) sd (fmt(4)) mim{{4)) max (fmt(4))")
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estpost summarize TGEAR LGEAR SGEAR RDIVE UDIVE MHE TANG SIZE
PROF GROP GOCO RISK NDTS, detail

esttab .,cell("count mean(fmt(4)) sd (fmt(4)) mim{(4)) max (fmt(4)) skewness
(fmt(4)) kurtosis (fmt(4))")nonumbers

esttab using TGEAR.rtf,cell("count mean(fmt(4)) €ft(4)) min (fmt(4)) max
(fmt(4)) skewness (fmt(4)) kurtosis (fmt(4))")nonbers //to export table to word

document

graph hbar (mean) TGEAR LGEAR SGEAR, over(TimeYear// graphs capital
structure ratios
graph hbar (sum) TGEAR LGEAR SGEAR, over(TimeYear)// graphs capital
structure ratios
graph hbar (mean) TGEAR LGEAR SGEAR, over(CompBhyl // graphs capital
structure ratios
graph hbar (sum) TGEAR LGEAR SGEAR, over(CompanylD// graphs capital

structure ratios

graph hbar (mean) UDIVE RDIVE TDIVE, over(TimeYgar // graphs
diversification
graph hbar (sum) UDIVE RDIVE TDIVE, over(TimeYear) /I graphs
diversification
graph hbar (mean) UDIVE RDIVE TDIVE, over(CompanylD // graphs

diversification
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graph hbar (sum) UDIVE RDIVE TDIVE, over(CompanylD) // graphs

diversification

graph hbar (mean) TANG SIZE PROF NDTS GOCO GRQ@EBr(@ompanyID) //
graphs controls

graph hbar (mean) TANG SIZE PROF NDTS GOCO GRQ#r(@imeYear) //
graphs controls

graph hbar (mean) RISK, over(CompanylID) // geapbntrols

graph hbar (mean) RISK, over(TimeYear) // grapbrstrols

/[Univariate analysis// for ==> TGEAR LGEAR SGEARMtequity ratio UDIVE

RDIVE TDIVE TANG TANG_sq SIZE PROF NDTS GOCO GR®®¥SK

estpost ttest TGEAR LGEAR SGEAR RDIVE UDIVE TDIVEANG SIZE PROF

GROP GOCO RISK NDTS, by(r_u_g)

ttest LGEAR== SGEAR, unpaired unequal welch lev@(Bunpaired ttest for long

term and short term capital structure ratios

ttest UDIVE==RDIVE, unpaired unequal welch level(98unpaired ttest for

unrelated and related

/lcorrelations//
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pwcorr TGEAR LGEAR SGEAR UDIVE RDIVE TDIVE TANG SIE PROF
NDTS GOCO GROP RISK, star(0.05) bonferroni

corr TGEAR LGEAR SGEAR debtequity_ratio UDIVE RDIVEDIVE TANG
TANG_sq SIZE PROF NDTS GOCO GROP RISK, wrap

set linesize 255

corr TGEAR LGEAR SGEAR RDIVE UDIVE TDIVE TANG SIZEPROF GROP

GOCO RISK NDTS

estpost correlate TGEAR LGEAR SGEAR RDIVE UDIVE NH TANG SIZE

PROF GROP GOCO RISK NDTS, matrix

set linesize 255

esttab ., not unstack compress noobs nonumbers

esttab using correlation.rtf, not unstack compressimbers

/Iregression diagnostics and assumption test//

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK

NDTS

vif //variance infaltion factor

/llinearity check//

acprplot UDIVE, lowess

acprplot RDIVE, lowess
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acprplot TDIVE, lowess

acprplot TANG, lowess

acprplot SIZE, lowess

acprplot PROF, lowess

acprplot NDTS, lowess

acprplot GOCO, lowess

acprplot GROP, lowess

acprplot RISK, lowess

//Outliers detections//

hadimvo

hadimvo

hadimvo

hadimvo

hadimvo

hadimvo

hadimvo

hadimvo

hadimvo

hadimvo

hadimvo

hadimvo

hadimvo

TGEAR, generate(newvarl) p(0.05)
LGEAR, generate(newvar2) p(0.05)
SGEAR, generate(newvar3) p(0.05)
TDIVE, generate(newvar4) p(0.05)
UDIVE, generate(newvar5) p(0.05)
RDIVE, generate(newvar6) p(0.05)
TANG, generate(newvar7) p(0.05)
SIZE, generate(newvar8) p(0.05)
PROD, generate(newvar9) p(0.05)
NDTS, generate(newvarl0) p(0.05)
GOCO, generate(newvarll) p(0.05)
GROP, generate(newvarl2) p(0.05)

RISK, generate(newvarl3) p(0.05)
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/Inormality check//

predict e, residual

kdensity e, normal

histogram e, kdensity normal
pnorm e

gnorm e

/ltest of heteroskedasticity//
regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GRABFOCO RISK
NDTS

estat hettest

/Ispecification test//

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK
NDTS i.CompanyID i.TimeYear, robust

ovtest

linktest

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK

NDTS

[Ivif test//

vif

/lautocorrelation test//
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xtserial TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GRO®GOCO RISK
NDTS

xtregar TGEAR L.TGEAR RDIVE UDIVE TDIVE TANG SIZE ROF GROP
GOCO RISK NDTS, fe

xi:xtregar TGEAR L. TGEAR RDIVE UDIVE TDIVE TANG SIE PROF GROP

GOCO RISK NDTS, fe //autocorrelated with AR(1) kst order autocorrelation

/ltesting for serial autocorrelations//
xtserial TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GROGOCO RISK

NDTS

/[FEM using LSDV1 //

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK
NDTS i.TimeYear //to control for homoskedasticitaynadd robust)

estimate store LSDV1_t

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK
NDTS i.CompanyID //to control for homoskedasticityay add robust)

estimate store LSDV1_c

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK
NDTS i.CompanylID i.TimeYear //to control for homeslasticity may add robust)
estimate store LSDV1_b

esttab LSDV1 t LSDV1 _c LSDV1 b, beta(%8.4f) se (46B8scalars(r2 r2_a rmse
mss rss F) order(_cons UDIVE RDIVE TDIVE) wide camegs mtitles /GOOD

FOR COMPREHENISVE TABLE
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esttab LSDV1_t LSDV1 ¢ LSDV1_b using FEM.rtf, bé&B.4f) se (%8.4f)
scalars(r2 r2_a rmse mss rss F) order(_cons UDIBE/E TDIVE) wide compress

mtitles /EXPORTING THE TABLE TO MS-WORD

/[FEM using LSDV1 CSE and PCSE//

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK
NDTS i.CompanylID i.TimeYear //to control for homeslasticity may add robust)
estimate store LSDV1_b

xi:regress TGEAR UDIVE RDIVE TDIVE TANG SIZE PRORNDTS GOCO
GROP RISK i.CompanyID i.TimeYear, cluster(Compd)y//Stata output for the
static model, using LSDV with clustered standardrsy/

estimate store CSE

xi: xtpcse TGEAR UDIVE RDIVE TDIVE TANG SIZE PRORNDTS GOCO
GROP RISK i.CompanylD i.TimeYear, correlation(af/8tata output for the static
model estimated by Prais-Winsten regression witBEIC

estimate store PCSE

esttab LSDV1 b CSE PCSE, beta(%8.4f) se (%8.4fass{@2 r2_a rmse mss rss F)
order(_cons RDIVE UDIVE TDIVE) wide compress mtgl&eep(RDIVE UDIVE
TDIVE TANG SIZE PROF GROP GOCO RISK NDTS) //GOOD RO
COMPREHENISVE TABLE

esttab LSDV1 b CSE PCSE using CSE_PCSE.rtf, betdfys® (%8.4f) scalars(r2
r2_a rmse mss rss F) order(_cons RDIVE UDIVE TDIW#)le compress mtitles
keep(RDIVE UDIVE TDIVE TANG SIZE PROF GROP GOCO KISNDTS)

IIEXPORTING TABLE TO MS-WORD
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IIF test//

regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GRAFOCO RISK
NDTS

test RDIVE UDIVE TDIVE TANG SIZE PROF GROP GOCO RINDTS /ffor

the F test

//[REM using GLS//

xtgls TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GROP @CO RISK
NDTS //random model

IIOR

xtreg TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GROBOCO RISK
NDTS, re robust //random model

[/lor

xtreg TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GROP@CO RISK
NDTS, re i( CompanylID) robust //random model
estimate store RE_GLS

xttestO //Testing the REM

esttab RE_GLS LSDV1_b, beta(%8.4f) se (%8.4f) seflda w r2 b r2_or2 r2_a
chi2 rmse mss rss) order(_cons RDIVE UDIVE TDIVE)& mtitles keep(_cons
RDIVE UDIVE TDIVE TANG SIZE PROF GROP GOCO RISK Ny

/lcomparing the FE and GLS

/[dynamic panel// the static and dynamic modelsarepared

xi:regress TGEAR L.TGEAR RDIVE UDIVE TDIVE TANG SE PROF GROP
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GOCO RISK NDTS i.CompanylD i.TimeYear //dynamic

estimate store dLSDV1_b

xicregress TGEAR L.TGEAR UDIVE RDIVE TDIVE TANG SEE PROF NDTS
GOCO GROP RISK i.CompanyID i.TimeYear, clusteni@panyID) //Stata output
for the dynamic model, using LSDV with clusteredrstard errors//

estimate store dCSE

xi:xtpcse TGEAR L. TGEAR RDIVE UDIVE TDIVE TANG SIZEPROF GROP
GOCO RISK NDTS i.CompanyID i.TimeYear, correlatiark) //Stata output for the
dynamic model estimated by Prais-Winsten regressitnPCSE//

estimate store dPCSE

xtabond TGEAR UDIVE RDIVE TDIVE TANG SIZE PROF NOBITGOCO GROP
RISK , noconstant lags(1) artests(2) vce(robu€&MM arelano and bond (1991)
estimations with exoginous regressors

estimate store GMM_ab

xtdpdsys TGEAR UDIVE RDIVE TDIVE TANG SIZE PROF N3 GOCO
GROP RISK, noconstant lags(1l) artests(2) //Statput for the dynamic model
estimated by GMM(1998)with exogenous regressors

estimate store GMM_bb

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK
NDTS i.CompanylID i.TimeYear //to control for homeslasticity may add robust)
estimate store LSDV1_b

xi:regress TGEAR UDIVE RDIVE TDIVE TANG SIZE PRORNDTS GOCO
GROP RISK i.CompanylID i.TimeYear, cluster(Comy#) //Stata output for the

static model, using LSDV with clustered standardrsy/
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estimate store CSE

xi:xxtpcse TGEAR UDIVE RDIVE TDIVE TANG SIZE PROF DTS GOCO
GROP RISK i.CompanyID i.TimeYear, correlation(af/Gtata output for the static
model estimated by Prais-Winsten regression witBP/C

estimate store PCSE

esttab LSDV1 b dLSDV1 b CSE dCSE PCSE dPCSE GMMGMM bb,
beta(%8.4f) se (%8.4f) scalars(r2 r2_a rmse msB 382 sargan) addnotes("Sargan
test of overidentifying restrictions; HO: overidéying restrictions are valid, for
GMM_ab(1991)" "chi2(89)= 95.91445; Prob > chi2=®28Arellano-Bond test for
zero autocorrelation in first-differenced errorsfor GMM_ab(1991), ar(1) z=-
3.6609, Prob>z = 0.0003 and ar(2) z = -1.7217, #zob 0.0851; HO:no
autocorrelation” "Sargan test of overidentifyingstreetions, HO: overidentifying
restrictions are valid was chi2(103)=105.7978,"0i*r chi2 = 0.4053. Wald tests 1,
2, 3 and 4 test the joint significance of companymdies, time dummies,”
"combined company and time dummies under the nydbthesis of no relationship
were wald 1*** = F(10, 74) = 3.90," "Prob > F = 0@B, wald 2 not significant=
F(16, 74)= 1.65,Prob > F = 0.0768, wald 3*** = F(Z&)= 2.69," "Prob > F =
0.0005, wald 4*** = F(10, 74) = 4.88,Prob > F = 00D. significance levels are
interpreted as:") compress mtitles order(_consGEAR RDIVE UDIVE TDIVE)
keep(_cons L.TGEAR RDIVE UDIVE TDIVE TANG SIZE PROGROP GOCO
RISK NDTS) //table

esttab LSDV1_b dLSDV1 b CSE dCSE PCSE dPCSE GMMGKIM bb using
static_dynamic.rtf, beta(%8.4f) se (%8.4f) scal@&s(2_a rmse mss rss F chi2

sargan) addnotes("Sargan test of overidentifyirgjrictions; HO: overidentifying
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restrictions are valid, for GMM_ab(1991)" "chi2(89)95.91445; Prob >
chi2=0.2894, Arellano-Bond test for zero autocatieh in first-differenced errors,"
"for GMM_ab(1991), ar(1) z=-3.6609, Prob>z = 0.0088d ar(2) z = -1.7217,
Prob>z = 0.0851; HO:no autocorrelation” "Sargamn e¢é®veridentifying restrictions,
HO: overidentifying restrictions are valid was qdi23)=105.7978," "Prob > chi2 =
0.4053. Wald tests 1, 2, 3 and 4 test the jointiB@ance of company dummies, time
dummies," "combined company and time dummies utiteemull hypothesis of no

relationship were wald 1*** = F(10, 74) = 3.90,"rt® > F

0.0003, wald 2 not

significant= F(16, 74)= 1.65,Prob > F = 0.0768, dv&** = F(26, 74)= 2.69,"
"Prob > F = 0.0005, wald 4*** = F(10, 74) = 4.88Br> F = 0.0000. significance
levels are interpreted as:") compress mtitlesrgrdens L.TGEAR RDIVE UDIVE
TDIVE) keep(_cons L. TGEAR RDIVE UDIVE TDIVE TANG ZE PROF GROP

GOCO RISK NDTS) //[EXPORT TO MS-WORD

/I[sargan and wald1(chi2) tests//

xtabond TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GROBOCO RISK
NDTS , noconstant lags(1) artests(2) //GMM areland bond (1991) estimations
with exoginous regressors

estat sargan //for overidentification

estat abond //for serial correlation ar(1)and ar(2)

xtdpdsys TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GRROGOCO RISK
NDTS, noconstant lags(1) artests(2) //Stata ouiputhe dynamic model estimated
by GMM(1998)with exogenous regressors

estat sargan
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xicregress TGEAR L. TGEAR RDIVE UDIVE TDIVE TANG SE PROF GROP
GOCO RISK NDTS i.CompanyID i.TimeYear

testparm _ICompanyID_2- [CompanylD_11 //wald 1

testparm _ITimeYear_1998- ITimeYear 2014 //wald 2

testparm _ICompanyID_2- ITimeYear_2014 //wald 3

testparm RDIVE UDIVE TDIVE TANG SIZE PROF GROP GOMASK NDTS

/ltest for joint significant of independent variablwald 4

/lanalsys based on long term short term and tefaital structure ratios//

xi:xtpcse TGEAR L.TGEAR RDIVE UDIVE TDIVE TANG SIZEPROF GROP
GOCO RISK NDTS i.CompanyID i.TimeYear, correlatiar) //tatal debt

estimate store totalD

xi:xtpcse LGEAR L.LGEAR RDIVE UDIVE TDIVE TANG SIZEPROF GROP
GOCO RISK NDTS i.CompanyID i.TimeYear,correlatiori(p/long debt

estimate store longD

xi:xtpcse SGEAR L.SGEAR RDIVE UDIVE TDIVE TANG SIZPROF GROP
GOCO RISK NDTS i.CompanylD i.TimeYear,correlatiori(a /short debt

estimate store shortD

esttab totalD longD shortD, beta(%8.4f) se (%8stplars(r2 rmse mss rss) wide
compress mtitles order(_cons L.TGEAR L.LGEAR L.SGEARDIVE UDIVE
TDIVE)keep(_cons L.TGEAR L.LGEAR L.SGEAR RDIVE UDE/TDIVE TANG
SIZE PROF GROP GOCO RISK NDTS) //tables

esttab totalD longD shortD using debt_types.rtta(8.4f) se (%8.4f) scalars(r2

rmse mss rss) wide compress mtitles order(_ conSEAR L.LGEAR L.SGEAR
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RDIVE UDIVE TDIVE)keep(_cons L.TGEAR L.LGEAR L.SGHA RDIVE
UDIVE TDIVE TANG SIZE PROF GROP GOCO RISK NDTS) XBORT

TABLE TO MS-WORD

/lgroup analysis: related, unrelated and total//

xi:regress TGEAR L.TGEAR TDIVE TANG SIZE PROF GRGQROCO RISK
NDTS i.CompanylID i.TimeYear, cluster(CompanylDptal model

estimate store total

xi:regress TGEAR L.TGEAR UDIVE TANG SIZE PROF GRGQROCO RISK
NDTS i.CompanylD i.TimeYear if dive_subsamples==dluster(CompanylD)
/lunrelated model

estimate store unrelated

xicregress TGEAR L.TGEAR RDIVE TDIVE TANG SIZE PROGROP GOCO
RISK NDTS i.CompanyID i.TimeYear if dive_subsampieg, cluster(CompanylD)
/Irelated model

estimate store related

esttab total unrelated related , beta(%8.4f) se.4fp&calars(r2 r2_a rmse mss
rss)wide mtitles order(_ cons L.TGEAR UDIVE RDIVE TWE)keep( _cons
L.TGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GROP GOCRISK NDTS)
/ltables

esttab total unrelated related using productrefegssirtf, beta(%8.4f) se (%8.4f)
scalars(r2 r2_a rmse mss rss)wide mtitles ordens ¢c0oTGEAR UDIVE RDIVE
TDIVE)keep(_cons L.TGEAR RDIVE UDIVE TDIVE TANG SE PROF GROP

GOCO RISK NDTS) //[EXPORT TABLE TO MS-WORD
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/lgroup analysis: cross listed vs locally listedlif locally and 1 if cross listed
xicregress TGEAR L. TGEAR TDIVE RDIVE UDIVE TANG SEE PROF GROP
GOCO RISK NDTS i.CompanylD i.TimeYear, cluster(CanglD) //both listed
estimate store both_listing

xicregress TGEAR L. TGEAR TDIVE RDIVE UDIVE TANG SE PROF GROP
GOCO RISK NDTS if listing_subsample==1, cluster(GuamyID) //cross listed
estimate store cross_listed

xicregress TGEAR L. TGEAR TDIVE RDIVE UDIVE TANG SE PROF GROP
GOCO RISK NDTS if listing_subsample==0, cluster(GumyID) //locally listed
estimate store local_listed

esttab both_listing local_listed cross_listed, (#ta4f) se (%8.4f) scalars(r2 r2_a
rmse mss rss) wide mtitles order(_cons L.TGEAR UBIVRDIVE
TDIVE)keep(_cons L.TGEAR RDIVE UDIVE TDIVE TANG SE PROF GROP
GOCO RISK NDTS) //tables

esttab both_listing local_listed cross listed usimging_all.rtf, beta(%8.4f) se
(%8.4f) scalars(r2 r2_a rmse mss rss) wide mtieer(_cons L. TGEAR UDIVE
RDIVE TDIVE)keep(_cons L.TGEAR RDIVE UDIVE TDIVE TNG SIZE PROF

GROP GOCO RISK NDTS) //[EXPORT TABLE TO MS-WORD

/[IPREDICTED MODEL: /Il
xi:xtpcse TGEAR L. TGEAR RDIVE UDIVE TDIVE TANG SIZEPROF GROP
GOCO RISK NDTS i.CompanylID i.TimeYear, correlatiari) //prediction

predict TGEAR_ predict
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label variable TGEAR_predict "TGEAR predict"

scatter TGEAR TGEAR_predict

xi:xtpcse LGEAR L.LGEAR UDIVE RDIVE TDIVE TANG SIE PROF NDTS
GOCO GROP RISK i.CompanyID i.TimeYear, correlatai( //prediction

predict LGEAR_predict

label variable LGEAR_predict "LGEAR predict”

scatter LGEAR LGEAR_predict

xi:xtpcse SGEAR L.SGEAR RDIVE UDIVE TDIVE TANG SIZPROF GROP
GOCO RISK NDTS i.CompanyID i.TimeYear, correlatiar) //prediction

predict SGEAR_predict

label variable SGEAR_predict "SGEAR predict"”

scatter SGEAR SGEAR_predict

estpost summarize TGEAR TGEAR_predict LGEAR LGEARdit SGEAR
SGEAR_predict

esttab, cell("count mean sd min max")no numbersllab

esttab ., cell("count mean(fmt(4)) sd (fmt(4)) nfimt(4)) max (fmt(4))")

esttab using TGEAR_predict.rtf, cell("count meart(#)) sd (fmt(4)) min (fmt(4))

max (fmt(4))")nonumbers

ttest TGEAR== TGEAR_ predict, unpaired unequal wdkrel(99) //unpaired ttest

for total and predicted values
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ttest LGEAR== LGEAR_predict, unpaired unequal wdke\el(99) // unpaired ttest
for long term and predicted values
ttest SGEAR== SGEAR_predict, unpaired unequal wé&eel(99) //unpaired ttest

for short term and predicted values

/lcombined table//

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK
NDTS i.CompanylID i.TimeYear //to control for homeslasticity may add robust)
estimate store LSDV1_b

xi:regress TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFR®DP GOCO RISK
NDTS i.CompanyID i.TimeYear, cluster(CompanylD$tdta output for the static
model, using LSDV with clustered standard errors//

estimate store CSE

xi: xtpcse TGEAR RDIVE UDIVE TDIVE TANG SIZE PROFROP GOCO RISK
NDTS i.CompanylID i.TimeYear, correlation(arl) //@Gtautput for the static model
estimated by Prais-Winsten regression with PCSE//

estimate store PCSE

xicregress TGEAR L. TGEAR RDIVE UDIVE TDIVE TANG SE PROF GROP
GOCO RISK NDTS i.CompanylD i.TimeYear //dynamic

estimate store dLSDV1_b

xicregress TGEAR L.TGEAR UDIVE RDIVE TDIVE TANG SEE PROF NDTS
GOCO GROP RISK i.CompanyID i.TimeYear, clustemi@panyID) //Stata output
for the dynamic model, using LSDV with clusteredrstard errors//

estimate store dCSE
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xi: xtpcse TGEAR L.TGEAR UDIVE RDIVE TDIVE TANG SIE PROF NDTS
GOCO GROP RISK i.CompanyID i.TimeYear, correlafarl) //Stata output for
the dynamic model estimated by Prais-Winsten regyasvith PCSE//

estimate store dPCSE

xtabond TGEAR UDIVE RDIVE TDIVE TANG SIZE PROF NOBTGOCO GROP
RISK , noconstant lags(1) artests(2) vce(robu€&MM arelano and bond (1991)
estimations with exoginous regressors

estimate store GMM_ab

xi:xtdpdsys TGEAR UDIVE RDIVE TDIVE TANG SIZE PRORNDTS GOCO
GROP RISK, noconstant lags(1l) artests(2) vce@pblStata output for the
dynamic model estimated by GMM(1998)with exogenmggessors

estimate store GMM_bb

xicregress TGEAR L. TGEAR RDIVE TDIVE TANG SIZE RFE NDTS GOCO
GROP RISK i.CompanyID i.TimeYear if dive_subsampke®, cluster(CompanyID)
/Irelated model

estimate store related

xi:regress TGEAR L.TGEAR UDIVE TANG SIZE PROF GROARPOCO RISK
NDTS i.CompanylD i.TimeYear if dive_subsamples==dluster(CompanylD)
/lunrelated model

estimate store unrelated

xicregress TGEAR L. TGEAR TDIVE RDIVE UDIVE TANG SE PROF GROP
GOCO RISK NDTS if listing_subsample==0, cluster(GumyID) //locally listed

estimate store local_listed
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xicregress TGEAR L. TGEAR TDIVE RDIVE UDIVE TANG SE PROF GROP
GOCO RISK NDTS if listing_subsample==1, cluster(GuamyID) //cross listed
estimate store cross_listed

xi:xtpcse LGEAR L.LGEAR UDIVE RDIVE TDIVE TANG SIE PROF NDTS
GOCO GROP RISK i.CompanyID i.TimeYear,correlatiotfd/long debt

estimate store longD

xi:xtpcse SGEAR L.SGEAR UDIVE RDIVE TDIVE TANG SEZ PROF NDTS
GOCO GROP RISK i.CompanyID i.TimeYear,correlatiotfa//short debt

estimate store shortD

set linesize 255

esttab LSDV1_b CSE PCSE dLSDV1_b dCSE dPCSE GMMGHIM_bb related
unrelated local_listed cross_listed longD shortBtalf68.4f) se(%8.2f) scalars(r2
r2_a rmse mss rss F chi2 sargan) compress miittder(_cons L.TGEAR
L.LGEAR L.SGEAR RDIVE UDIVE TDIVE)keep(_cons L.TGHA L.LGEAR
L.SGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GROP GOCRISK NDTS)
/ltables

esttab LSDV1_b CSE PCSE dLSDV1_b dCSE dPCSE GMMzHIM_bb related
unrelated local_listed cross_listed longD shortBtaf68.4f) not scalars(r2 r2_a
rmse mss rss F chi2) compress mititles order(_ LOMSEAR L.LGEAR L.SGEAR
RDIVE UDIVE TDIVE)keep(_cons L.TGEAR L.LGEAR L.SGHA RDIVE

UDIVE TDIVE TANG SIZE PROF GROP GOCO RISK NDTS)altles

esttab LSDV1_b CSE PCSE dLSDV1_b dCSE dPCSE GMMsHM_bb related

unrelated local_listed cross_listed longD shortDingis combined_table3.rtf,
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beta(%8.3f) not scalars(r2 r2_a rmse mss rss F coizpress mtitles order(_cons
L.TGEAR L.LGEAR L.SGEAR RDIVE UDIVE TDIVE)keep(_can L. TGEAR
L.LGEAR L.SGEAR RDIVE UDIVE TDIVE TANG SIZE PROF GBP GOCO

RISK NDTS) //EXPORT TABLE TO MS-WORD



